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_ For many resedrch and audit: purposes, it is not pracﬂceﬂ or possible
~to collect data on all the cases in the popu%ation under ‘study gt only
| ~r:m spme fractional part called a sample. A sample is chasen t represent
. the total population from which it is dram., If properly ccnstructed'
_lsample charm:teﬂstics cam provfde the basis for making vaHd statistica‘l

&

_inferences about the tatal ponulatian. - o U ;

. '_; | Saanng is ndt the soie province of stfatistfcians, but occurs.in

" hundreds of ways tn everyday 1fe. The cook samples soup to ‘correct the

~ geasoning. . The eIeﬁentary schaol teacher Qm?zzes students on a samp?e of

. F‘«"&ﬂthmetic prohlems to. determne the students’ uveraﬂ mathematical
- abilities. The patitical poﬂster samples the e?ectarate to predict the
, outcbmes of elections S _

*
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.
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U ;?‘Virtuel1y every d;vision ef the Offsce of, Student Finsnc131

RN ,5f' Ass‘stence employs data based on stetistiea1 samp1es. HGNEVEP, threeéx
.‘groups within OSFA are particulerly frequent users of sample data. JThese
three groups are audit - and program revsewers in the Dzviswon of ) ;"‘
Certi feation and Program Review (DCPR) and project officers, managers
and prderam specielists in a variety of divwsioﬁs...“ ' T

. .r’ :
> The! DCPR audit revieeers are recxpients of samp11ng based audit date
B which~shey review, analyze and ‘symarize for reports. In addition, they -
are, often called .upon to defend their understanding of the data when *
‘ G recipient\{nst1tutions cﬁalienge audit findings. These tasks require the e
L ability toldevelop population estimates from sampie data and a hasic -

| understenﬁé@g of stattstica? semp?sng and its application to program
aud1f1ng. a e ‘ ' v

-y | Each yeef'ﬂCPR conducts hundreds of . programﬂreviews~at'recioient
.. institutions. nuring ‘the course of the reviews, a se1ection of cases st |
' each -institution are examined for comp11ance with program procedures.
P~ Although 1n general formal statist1ce1 procedures are not emp loyed in
| seleeting cases for examxnation, prognmn reviewers coutd _benefit from a
" basic knowledge of statistical sampling technigues. Such know?edge wou}d
: permit reviewers to'employ stetistica1 samplxng procedures where

apprOPriate-as well as to advise. inst?tutfons on-metheds of conducting 'AL,.""d -

-

L 1nterna1 reviews.

. " «

Rroject officers, monagers, and program Specsaiists comprise the
thixd group of frequent sample data users. The sampling needs of membéws
of this group are less specialized and more general than those of the
other two groups. Cammon tasks requiring knowledge of statistical -
samp1ing 1nc1ude. designing samples for quality checks; selecting samp1e5~

v of students and/or institutdons for research studies; and review?ng

S 4‘ sampling plans amd sample data submitted by contractors. , ¢ 2.
.‘g.:‘ : - K . : . ' ( . |

This manuaT is designed to address the statisti;ai semp11ng needs of
" the groops listed above and OSFA as a xhole. Because almost all
potential users of this manual are not sgatiseicians, mathematical




'.expesitipn and technicel,iaqguege.have been‘keptito”a;wdnimum, fﬁe :'
mandal, concentrates on ‘explaining, in cleer and nonmathemetical Yanguagé} ot
© the 1ssues raised in samp?ing, the utility of sample data, and methods of |
. calcula;ing réquired sample sizes and ‘making population estimates from
~‘sample data. Manual chepters have’ been,written so that, ‘to the maximum
~ extent possible, each chapter stands by itself. This format allows use
. of the manyal both as a’ reference source and as a self—teacbing
.1ntruduct10n to sampling. L A e

' The manual 1sxdivided into two prtmary sections.' The'first sectigg,
chapters one, tm, d’nd three, introduce the advanteges and disadvantages
| .of samp:hngeﬂae termihology of sa.mphng, and the major. types of .
- . samples.  The focus of these chapters is cenceptual not.mathematical
~ The second section, chapters four and five ard appendices A, B, ani C, . !
¥ introduce the statistics of sampling in several different, and 1arge1y
‘"‘independent ways. Chapter 4, Computing Sample- Statist1cs, contains a
_serfes of forms to aid in ca1cu1atin9 a varfety. ‘of common SampTe S "(.,f
) statist}cs ~.Chapter 5 Applications. of Samp11ng to Student Financial | |
- Aid gi es examp?es of statistical samplxng uses 1n 0SFA and il?ustrates BT
" the use of the forms conxained in. chapter q. Appendix A, Lntroductian to.
. Sample Statistics is an ‘optional resource for- those who uent a basic
“'= 1ntroductien to the mathematics. of sampling. . Appendix B sumnarizes basic*
o 'sampiing formulas and symbols. Fina}ly,‘fdr those who™ woisTd ke 3
. fuller exp]anatian of sampling statistics or ‘more advanced or Specielized :
© ., statistical infoneetfon, Appendix C presents a short amnotated
B bibliograpny. g .
l_ms ADVANTAGES AND DISADVANTAGES OF SPLING . T o
In many cases, drewing a statistica] sample has a wide range of
. potential advantages over exam1nation of the entire popu1at1on under
| study. | I AR |
<;mlsm-_h._mmn._“!  Reduced costs. For mary_of tﬁe needs of . QSEA auditors and. . = . . .
o ~ 'program re€7§wers§ it is not practical or possible to examine -

all the student files in an institution under review.. In such
cases 8 sample of student aid f1les can often produce the ‘

'

-

v . . . ' . - ‘,.«"'H . Y ¥




> - necessary informat{on at a fraction of the cpst of a 1008 . S
’ review. Similarly, OSFA researchers tah often statistically , o o
describe the total popuiation of student financial assistance ~+ ¢

| : recipients on the basis of sample data wheh a complete census of .-
- - <o . 811 recipients would be prohibitively,expensive:”  *

e e Rg%uted Respondent Burden. Sampling allows for shorter reviews - | . -~ =
- ., and Tess disturbance of revipwed agencies than would be possible | *
- with 100% reviews. ' | . - - NT .

& Greater accuracy through better quality control. When a smaller \
e, -, number of records Vs being reviewed, data co ection§ analysis

and sumarization may be more carefully supervised and = -, T
. B o controlled than might be possible in a review of all the . ° . .
% documepts required in a 100% review. _ » . )

¢  Greater rangé~of‘1nformation-ohta1nab1e. Sampling permits the . =~ %
researcher, "auditor, or program rewviewer to examine a. wider A
-, range of topics than would generally be practical if a 100% . A
- review were required for every topic addressed. . e

Lo ¢  Faster reporting of results. The time required for data
o o Cotiection and summarization can be greatly reduced through the.

- o use of sampling. = - - - - T o L, L .
" The- use ‘of sampiing;,however,ﬁis not always appropriste, or without
difficulties. The primary reasons for not using sampling are:

& Sampling results in incomplete knowledge. By its very nature,  *
’ ‘Sample data can only pgoduce gstimates of population = . = oL
. Characteristics.. For example, trom a sample of student . R
financial aid records, it is possible to gstimate the total  ~- -~ , =
. dollar amunt of student aid overpayments. 1t 15 not possible, - - 2.
: - however, to-determine the exact dollar amount of overpayment or- . . ..~ ~
. - vhich students received overpayments and which did not. SRR

e Sampling introduces potential bias. When a sample is not . »

4 X céb@E&Eﬂy censﬁrquEE. the concTusions based on-the sample can. . - - R

: .be biased. For example, the famous Literary Digest poll that L
predicted A1f Landon would defeat Frank1in *ooseve1t for ‘ T
president in 1936 reached' the wrong conclusion because of a e

fauity sampling technique. Individuals the sample polied were“‘

LA

*

selected out of telephoné directories. In 1936, telepho |
| . subscribers were among the more prosperous of the voting o L
R opulation and,” as a group, predominantly supported the  -. ‘ S
| L) th%gifng produces only aggregate statistics. .If information is
| T " “needed tor every viaual in the popuTation, sampling is '
i a.ooono dnapprepriate. g 0 L LD
| o T v " ” ! ' . . . - . . ’ A ‘ ' ‘ S ‘ d »
| ) o
' A N '
: ;‘ »
\ ' | -
) 4 f - .
+ * 10 “




. | . ‘ -| - Sampling can be inappropriate when stud 1n small poéylations
I FUE§EFE$UE“éasek). ‘When «the number of f1les to be reviewed,
: ST records to be audited or population to he studied, are small:

‘not to sample and to do a-comp!ete review. .

~ In surmary, sampling can be a useful tool for reducing review, audit
nd reseerch costs, and respondent hurden, for mainta?ning higp qua!ity
” control; for expanding the scope of research; and forcspeeding the .
. rep "ting of resu%ts. 'Sampling, however, is nut appraprt&te when exact
knowledge of a popu?ation characteristic is required or when inforyetion

o f“‘is “needed for 1nd1v1dual cases in the pOpuletion. Faulty sampling can
S prqduce b1 sed results. ‘Because samp?ing 1ntroduces'tertain ,v"f
T complication in audits, program review and %esearch efforts. its

e ‘advantages do %ot always outweigh its disadvantages. This 1s |
oo partwgu!ar]y tru when studyfing smalt populations. - .
L JUDGMENTAL AND STATISTICAL s.qm.me A

-Once the decision has been ‘made to sample. it must be decided whether -
farmaIFStatist1ca1 sampling procedures should be follawed in, tonstructing
. the sample. ‘Therg are’ two,primanx types of‘samples Judgmental (or o
;-purposive) and statistical (or prebab111ty) For & JudgmentaT s 1
ff~,;cases are. chosen for study on the bas‘; of the selector's knowieﬂ
."fexperience.. For’a statistica) samp!e, one or another variation of randam
R ISelection is employed in choosing cases for.study In Chapter 3 the
| © major types of Jjudgmental und statistical Samples are reviewed, Here the
f~more general queg;ien of the relative advantages and disadventages of
f17"stat1st1ce1 sampifng versus judgmentai samp11ng‘is dfscussed

"
- o -~

L S guskenTa SUPLING L w7

RGN Judgmenta1 sampling can be an efficent method of lccegfngecases of . -
L ”~7"”ri* M’ interest. For example, a program reviewer may have learned from ‘
SRS  experieace tlm: procedural errors are. more, 11kely to e fmmd in mm.
voos dog-eared fi}es than 1n thin, clean files. Therefore, 1q,e#rev1ew to
o ~discover whether pracedura1 errors'%x1st selecting on?y thick dog~eared
f11es mey be ‘more efficient then statisticel sampifng.

Sy .t § ‘ . ’ ‘ 4 s .- ‘ - v

el 2
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N Juggggntal sampling can be more. efficfent €haﬂistatistical sammling o
- in describi@gfa population on the basis of very small samples. Rq%earch -
,o* .. has shown judgmenta1 sample selectxan is most effective when the sampTe
| ' ‘,_15 small (eight or less) when the population sampled is small and . -
visible.or known to the selector- and when the seTector has great and -

S proven skii! in this art, . L. e

| | Judgmenta1 samples can 1nvolve feuer complicgtions than statistica?
e gling. Judgmenta1 samplfng can elinﬂnate elabarate statistical ‘ . .
samp?ing pnocedures and analysis. - - g S e

s ‘ * _ o e

-

.STATISTICAL s.qmms e

_ Statxst1ca1 samp?ing 1% superior to JudgmentaT sampling in a number
of Very Jimportant ways. Results of statistical sampling are objective -
and defensible. Because statistical sampling rests on demonstrable, -
mathematical principles, the. resu1t§ are abjective and'defensihle before @A
rev fewers; recipients, and even courts. Questfans of bias or bad &
judgment which can be raised against judgmental samp’es can be eT?nﬁnaﬁed

;through statiskjcai sampling. | SN | Y

. -
Resu!ts of stat1stica? sampTing,pravide a snund basis for drawing

~ Inferences about the total poyulation from which the sample was. drami..

"For examp?e, examfnation af a statistical sample of student aid files 1n

' \a'- ~ . a university E5uld provide the basis for estimating’ the total number of

- aid overpayments in that miversity. 1In contrast, a Judgmenta? sampie ef
~thick or dog-eared files, while it might: be efficfent in locating =
' garticula errors, could not serve as the basis for estimating the total 75‘[
o 7namber or sfze of e$¥ors. This is because judgwmnta! samples viglate the
\‘-"' . §tatistica1,pr1nc1p1es which. make possible project1ons from a.sample to, a
| ~ total.populatfon.” . g _ T

'

| Statistical saminng,provides an estimate of §amp11nggerror. For
"Judgmental samp?es there is no way of knowing whether two differentxh_:_
””"amp1es are 11ka1y to produce the»same or uideiy divergent results. o 3
re {3 also no method of determining how "sample results are . Tkely to e
Smpare wtth the results that would be abtained from a iuﬂ percent revfew Lo
.of'all cases in the popuiatfon. Statisti al samp!ing, honever, produces

4 -




_necessery sample size to meet prcgram review, audit or research

~ purposes. - Returning to the Prevmus ‘example, ‘assume that the Federal Lo
" reviewer determined that it is necessary to estimate the nmmer of ..

| .delinquent loans for- the 1ender within a range of plus or minus 50

gdconducted in different locations and by different mdeuals. As an -
j example, results of statistical, sample-based audits, independently

. fun1versfty system, can easily be combine \
i )estim&tes for an entire university system. Because procedures for . —l o

to particuhr needs and circmstances in a great variety of ways which
- allow incerporatitm of the auditor’ s, prcgrem revieyar's or researcher 5

. . . 5 .
o : D . ! ! i : b AR . : . C .
. e . - . . . .

. ) . . . . . . : . . .
.- : . . . I P e ‘- .

i - . L " . . . . . -

- [ . . .

es 0f“‘§amp-ling‘ ‘e,rrar. For example, if a simp'te ranﬂam statistical

N K
TN

) ‘m:

v 3

¢ ¥ sgmpe of 1200 loan records out of 2.000 student Ioans made by.a single

lend/er found 20 of the Toans deanuent it wouw be possible to estimate ‘_
’that the chances’ are 95 in"a.100 that the total number of deanuent‘

"Tans for the 'Iender would be somenhere between . 121 and. 279. (Chapter 4* - .

_presents an explanation of how such estimates are ca'lcu?ated )

Statistwcal .sam;mng provxdes an objective means of detern'ﬁniqg

ey - . . e
+ .

Toans. To achieyfeéthis Jevel of accuracy, it is possib!e to determme 1n

‘advance the necessary Ql‘ﬁﬁmum samp1e size of 433 c"ases.__’- et

Statistical sampling resutts may b'e comb ined and eva‘luated even uhen

conducted by different auditors, on various campuses of a smgle | | | )
iﬂ_ amalyzed' to prodice T

selecting judgmental samples inevﬁabw vary ﬁngmauditar tona.uditor and
from circumstance t{ circumstance the results ef judgmentaI se'ldom can be -

c . - . .
* &P

| Statﬂstica’t samr.mngtL is flexible emugh to incorporate most of the o
advantages of ;udgmenta! sampﬁzg., Statistica‘l samples can be tal Eored o

,n-nv-s'.

o knowledge afd experience. If, for example, a program reviewer has

..
* a “
.
= , w--"Q e R T . Coe Lo :

 advance knnw‘ledgé that thick files vere mpre 1ikely to contain errors, a
o ‘stratiﬂed statfst*eal sampling meth cou?d be deve?oped which gives ’

thick fﬂes T higher Higehhood nf being selected than thin files. Such

- ;amyl‘ing methnh mum mmrpane.te the. advantages. ofJudgmental sampling - ~‘~~"~+.-4-—-

mﬂe retafmﬂg ‘aT( t!)e advani:aées of stat1st1ca1 s&mpHng.



. t e -
The choice between Judgmentalsand statistical samplfng jhst be made .
; on a case by case basis. Judgmental sampling is effective hen the ' o
‘fample and thq‘population sgmpled are., very smalT and visible or well.
‘ snoun to the se?ector and the selector has sk?l! and experience in
‘ ‘drauing such samples. Statistical samgling is super1or‘uhere objective,
7 defensible'rgsults are requfned aF where projections to the total B
"pOpulatian are to .be. made or uhere the sample size is tuenty-five or 1' L
,  1a;ger. In mnkt cases, the advantages of statist1cal and Jqumentai “
‘sampifng can be cdmbined by taq1or1ng statistica? sampleefto parttcuTar _
'circumstances and needs. SRS S s -
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Statistica! sampl1ng has 1ts own spec1a1 1anguage.. The 1anguage 15 o

*rucompused of cnmmnn Engiish words which are given special meanings,

~letters from the Roman and the Greek alphabets and mathematical

- notation, ‘Although, at first view, this Tanguage can be 1nt(m1dating,

the basic under1ying cuncepts are very straightforward. This section o

4“‘introduces the basic Tanguage and concepts uf samp11ng.
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POPULATICN AND SAHPLE - “ e

The dxctionary s Tirst def1nition of pobulation is ‘anl the.people 1n

\a cuuntry or region. In statistics, the term gogu}atia is used much |
o re broadly to mean the total. set of items. persons, files etc. frum

’.1ch a samp]e is taken. Items which campose a population could be
1n vidua1 students, recetpts, pTes, un1versit1es. files ar any other

'.“{ selected tu be studxed

A ég;elinguntt is a seiected ttem or«case from ¢ or about which
1nform&tion is sought It is often possib1e for the samp!ing unit tu be
defined a number of difﬁe?ent ways in the same aréa of study. ‘For

B example,. in an audit of student financial aid, - -sampling unit could be

defined as the individuaf recipient or as -each financial a1d award.[‘

A measure which describes a pOpuTation is cai1ed a garameter~ Fpr
exampIe, if the population ungér study is.a year' s BEOG awards 1n a.
particular university, the number of auards, the total du]?ar amount of

- awards, andlihe average amount of the awards in the university cou1d all
- be parameters. A statistic {s a characteristic of a sampTe.A If we were’

to draw a sample of BEOG awards 1n the. university, the number of awards
~in the saple, the total dollar value of the sample awards’ and-the
average dollar value of sampie. awards® are all statistfcs.~ When we make

genera}izations about a popu?ation on the.basis of sample data, we are J,;‘

- using statistics to estimate parameters. To hetp»maintain the
distinetion between parameters and stattstics, Greek- Ietters such as

a, and 7 are generally used to denote parameters and louercqse Ruman

letters to denote ‘sample statistics. Table A7 on page AS sumarizes |
the basfc symbo1s and formulas used 1n s;atist1ce1 smup11ng

-

| SAMPLENG ERRGR o . j o -
¥ | Estimetes of populat1on parameters can be caﬁcu1ated from\pampling ‘
'j"*“‘”“"“"statistics. By 1t very natuie, samp?e data’ can produce oply estﬁnates -

of p0pu1at16n parameters For example, frnm a sample of student aid

\ '
it g,
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files n a'university,lit s passible to ést&mate the percent of

procedural dis crepancic* in the total university. It is not pussiﬁle to
determine the exact number of fi!es containing procedural discrepancies
in the- unfversity.. This means that sampTe—based estimates of ‘populatfon

'characteristics are aluays subject to error.. Sampling error 13 judged in' -

tuo ways--bias and reliabi]ity or pregisfon. . | | |
A biased sampling scheme is one. uhich on repeated trials, praduces

¢

;A_Javerage estimates of a papulation characterist1C‘which differs frnm the .  ;{ o

  true value. An {nstance of a biased sample would be selection of cases
‘that an auditor has aqvance réason to believe have overawards.

| fj“Projecting the results of such a samp?e to the total pepulationnof grant .
~ recipients would tend to systematicalgx overestimate the average~d011ar ’ |
. . amount of overawards. R . PR o S

r

The second major type of samnling error is ‘due to 1iuﬁtations in | .

”sample reljability or precis1on. Very' small samples are particularly | |
. © prone to- low reliab111ty. For. example, a random sample of 5 student I

‘files used to estimate the total amount of student Toan overawards 1n a
large university would not be b1aseﬁ because it wouidvnot Systematical1y
under=-or o restimate the true amount of overawards.?ﬁSach a-sample

“"‘woqu howevér, have a very. Tow reliabilzty in that additional samples of
.- five student: fﬁ!es are 11kely tokproduce very different.popuiatian o

estimates. o T,
" The difference betﬂeenkbfas and re?iabf?ity can;bé'f}}QStra;eﬂ by 0

~ considering the performance of four guns, A, B, C, and D. Each gun has

© misses fs shown in Figure 2.1.

been fired ht.a‘target twenty t1mg§.»'7he result1u§ pattemns of,hits_and o

11
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Gun A has Véry 1oﬁ'retiabiTity in that its shots are spread all over théﬁ n
,tavgés. HoheVer, gun?ﬂ is not biased in that its aim is not =~ ERERTY
_'systematiga1lyktow or high or off to the right or left. Gun B has boéh
. Tow reliahi]:ty,and high. bias because there {s a wide spread of its shots .
fand on the‘average, its aim is Tow and to the right Guri C has high _
A“*;relxahiiity, its shats,all fall. in a veny limited area. However, its aim
s biased h1gh and to the ieft Only gun D has both high reliability and
~'no bias as shown-by the fact that a11 the. shots are very close~to the s;
'vca'sterofthe target. ‘ S

¢

 pomy AND INTERVAL Esnmrss R T

_ When samp?e data is used to proddce a s?ng1e estimate of a popu1ation

3fparameter the estimate is known- as a point estimate. Sampte based,
-'single value estimates of the number of prncedura1 discrepanqies in

student aid files, the average level of overawarﬂs. and ‘the number of

~ delinquent Toans are all examples of point estimates. Becasse

sample-based estimates are inherently suhdect to a certain error, p01nt

‘.'..estimates se 1dom exa:tﬁ’ match the parameter which they are used to.
' estimate.. Therefore, it #5 a common practice- ‘to make interval estimates

as. we!I as a point estimate of 2 parameter.‘ B

. ﬂn 1nterva1 estimate is ane whfch specif*es 3 range of values rather B
_than a siug!e va1ue. To say that the number of procedura1 errors falls

between 120 and 150 or‘xhax the rate of ée11nquent loans*is 4 percent
plus.or minus 2 pertent. or that the average amount of BEOG 15 3500 plus

or minus . $50 1s ta make an interval estimate.

¥

CONFIDENCE INTERVALS CGNEIDENCE LIMITS. AND CONFIDENCE LEVELS

o An interval est?mate.ef 3 population parameter 1s ca!%ed a confidence .
. 1nterva1 and the ‘end points of the interval are: knoun as .confidence

11m1ts. To understand how statisticians use ‘these terms, it 1s neceséary

7 to define ‘an additional téim--confidénce ¥eve1~_*§pnffdence level is the
© level of\probabilfty assoctated with an Piterval estimate; 1t 1s an |
» indicator of the degree of certafnty t?;t the particular method‘of~

i
.
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L~ estimating the cnnfsdence interval will produce an estimate wlﬂch

includes the true population value. -The: higher the confidence level
associated with, an interval estimate, the more certainty there is that .
the method of estimation wﬂl producé an est'imate containing the true
value. As an example, if we were to say “On the basis of a random samp'le
of 400 cases, with a 95 percent confidence, 1eve1 the number of

| > deﬁnquent loans for a lender falls between 45 ‘and 55 percent * what we
t ',s wauld be a;;pumg is that if repeated samples of 400 cases each were drawn

frum the. same population, 95 pen:ent of the estimated conﬁdence L.
o intervals would contaih the. true percent of delinquent student Ioans.

2

~ The point to remember fs that the confidence Tevel refers to - R
Qrocedur used Ain.- dramng the sample and -in estimatmg the ( fidem:e o

interval rather' than to any p_articu‘lar intewa‘f ‘nrerefcre, ft is an
error to make such statements as “The probabthy is 95 percent that the
percent of dehnquent Toans is between 45 and 55 percent " R £y

T e - .

+

SLMW\R‘F

This completes our introduction to the lang'uage of sampHng. e

Statist‘ica% samphng, of c,ourse, incmdes many- more tems than ha\ce been
reviewed m this chapter. - However. the basic terms and concepts revieued

o are sufﬁcwent for, understanding the advantages and dfsadvantages qf the .
vaﬁuus sampling designs reviewed in Chipter 3, and for use of the basic .

| sampHng formulas introduced in Chapter 4. -

-
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There are many types of samples. No single type is superior in all

'!1circumstances. This chapter discusses the major opti&ns the resaarcher
- aullitar and program reviewer have in: constructmg a samp'le. The major
“types of samplea are defined, one or more examples of each are given and.

advan:ages and disadvantages of each type are discussed. For two of. the

' mest cammon types of: samp?es, szmp?e randum and systematic, sections are’-‘
. 1nc1uded on how t0 construct the sample. The types of samples presented'

are not mutua??y exc?usive, they can be cambined in various ways. It s
possib?e, fbr examp?e, to draw & multi-stage, stratified ctuster

’

 sequential, doIlar~unit discovery sample.‘ o N

#
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T stwle Réndom Samp1ing

*

- Definition: - If a sampIe is drawn from a population in such a way
o © " that every possiple sample containing the same numbere
of cases has the sahe chance of being selected, the .
samp11ing procedure is called simple_random sampliqg
The most common way . af drawing a simple random sample i
_ is to assign a11 cases in‘a pdpulation a number and
- then select cases by the use of a randam number tab?e.

- Example: L After a program review by g§PK% a large univers Yy was -
E - ; ‘required to cnnduct a sample-based audit of NDSL, SEOG

- . and WS awards. It was determined that to give 2"
.. confidence level of 95 percent and. a-reliability of
S 4 o + 2 percent, asSuming a rate of error in the. records
o - of not over 2 percent, a mimimum sariple size of 137
per program was necessary. To obtafn at least’ 137
students in NDSL, SEOG- and CHS -3 totaT sg&p!e.of 300
. student aid recipients was drawn from the unfversity's

.. financtal atd computer file using a random number

: table. In the resulting sample there were 163 CHS
.,*recipieuts, 169 BEOS recipients and 160 NDSL | o
| recfpients. In this case. 2 s1nglé samp!e was able to -

| o ;serve the mult1pTe purpuses uf reviewing awards 1n |

. . | ﬁ,mmewwmm v

-

Y

V'Advantdggs: . Simp?e ‘random sampling prqduces unbiased estimates of  '\
: ‘papuiatfcn parameters and the resa?ts are ‘the easfest
to analyze,of,all statistical sampling methods.

‘DfEadvantaggs:j S%mp?e random sampling requires a complete Visting of
' ' .41l cases in the ponu!ation sampled and, in generaT

. 1s less precise, g1ven a fixed sampie sfze, than / '; |
' stratffied samp?fng. T T I

6,
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Use of a randam tab?e numbir’ to draw a sample random sampte‘ rne most
: ' common method of drawing a random sample s ﬁhroagh

use of a random numbeﬁ table. Tables of random

;nunbers are created. in such a way that the integers of

<0 through 9 all have an equal probahi]ity of occurringu_

- in any position on” the table. - ddgits appear ona |
\  page in a random fashion, Tablg 3 o

1, which fol]ows,
1s an example uf a randam number table

randam sammle of 50 students from a,populatxon of 735
student aid recipients at a partigular university. '

~F1rst; we take the 1list of student aid recipients and
number them from 001 to 735. Second, we- select a
‘_'starting point on the table. To do so, I simply

-closed sy eyes and stabbed the rabTe‘w1th my pencil

| To illustrate use of'this tah!e, we w111 draw a simple 7_

The first try missed the tab?e altogether. The second‘

g digits direct?y fotluwing 1t to be the second. and_
third digits.» The first number s therefore '120"

So student number 1120 ‘is seTected ‘for 1nc1usiun 1n

the sample. ‘We then read down the column to find. the

' nextasahp}e hembier (366)‘ Reeding down’ the “column we

select '519°, '147', and '321' ' However, then we come

~ to '827'. Because 827 is not a number -on our student

Ifst we skip it and contfnue down the column until we
coge to the next three digit number between 001 and |

735 inclusive. S

We cont1nue down, the three-digit colum selecting
e?igib!e numbers, then shift to the next columns of

digits reading as far as neceSSary to draw a sample df“ ”--«L;”
" 50 students. Table 3.2 includes the actual 1{st of 50
veligihle random three-digft numbers setec:;&

Y

17

try landed on the '1' underlined.on the table. Since
W need three~d1git numbers (001 to 735), we will
Qconsider the "I to be the first dfgit and. the *2' and

-

-
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7 TABLE 3.1:. RANDOM NUMBERS - . B | o

—
- N ‘.

.67 81 17. 50 68 00 35 10 30 90 59 71 09 95 01 14
78 95 -64 65 24 82 14 05 27 63 33 9% 10 41 . 83 70
-+ B84 28 44 8. 07 47 21 47 56 81 32 87 28 40 . 40 50
92 33 63798 99 22 09 21 97 18 110°03 79 ¥ 7 13 -
15 79 75 50 29 36 12.37°°63 39 02 47 57 02 97 ‘17 -
80 16 09 75, 22 28 35 25 53 57 72 64 09 98 63 50
~68 20 33 03 43 73 80 9 21 V3 97 61 —98.37- 35 77"
o '55 2 8 04 30 60: 68 10 73 S53. 89 35 .58 45 83 23
S 60 00 37 51 42 89 52.32 46 .00 57 02 71 97 _44 16.

C 8- 42 33 B6 58 54 17 16 45 73 67 20 09,27 90 96
1 57 46 6 19 57 12 17 45 54 65 .17 .17 . 30 90
ol .’ w751 & 41 48 01 99 66 45 00 28 21 74
27 66 33 21 2415 3370 06 95 o |
8 54. 98 27, 77 35 87 56 32 72- .60 90 26 75.
33 0679 71 96 74 85 94 36 97 . 87
| ‘77 % 61 11 .69 61 78 78 36 51 45 21 8 94, 39 22
] .87 15 49.66 S 36 99 05 26 45 35 59 83 55 47
g ] .24 98 ‘5245 79 8 1567 .'32 21 29 94 98 90 02 27 |
- 05 66 15 23 24 98 06 7?5 60 69 64 26 58 24. |

. N

iy
.

59 69 31 20 16 37 66-34 99 76 07 23 a0 85. 64 91."' |

D 8 90 70 29 01 9 78 56 40 61 00 58 40 750 37
- 49 50 30 71 87 70 10 .80 71 12 54 60 76 62 13 |

.| 27753 95 4704 /78 61 85 56 15 71 76 . 25 31 96 39 |

o 56 17 07 83 96729 88 39 67 8 .98 23 % 03 82 62 |

L 41 67-05 42 29/78 54 76 71 82 04 81 8 63 00 23

‘ F
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_TABLE 3.2: - SELECTED SAMPLE CASES. |

I
- .

120

366
519

147
- 327
o

| 245

523

029 .
071

Cd

E hal 8

547 . 163

542 -« ' 585,
680 prea i
074 W™y

437
X6 087
48 - )291 _

214
721
209

380

035

Y

. 612

068
417
. 457

-4

124

677

.178

534

515
624

- 690
© 147 .
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When we examine the Hs’i of 50 numb‘ers_,' we see that
the number 147 has been’ drawn fwice. For.-a simple-

random sample, the technically correct pracedure in
- such cases is to count the data c,onected from ‘student
number 147 twice in the anﬂysis. This procedure is ;
“called samphng with reglacement -In actua] practice. "
- most. réseart:hers sunply draw additionar cases until.
- thpy reach the desired sample size.and count each case
'once in the analysis. Th‘ts procedure is calted

samphngjitbout replacement,
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Definixtion. i P ag ‘stratiﬂ“ed samp'le «15 on_e obtained by separating the -
. | ' populatfan fnto nanovéﬂappfng groups called strata .
TN " and then selecting a sﬂm?e random samp'te fram each

AR stratum. e I R
- Ex ‘,""1e";‘ ) For & review of NDSL loans made by a major 1ender, the e

N ,":."V.,revieuer divided the populat'lon of toans into two
e | L 'ﬁprimary strata, 10a@ to students current?y in school

' and loans to students who, are. no Yonger in school.

l The. second stratum was- further subdivided into_Joans

in the grace: period Toans that have been repaid, |

e " delinquent Taans, and 1oans in the process of

. S _ .repament. From each of the resuItfng five strata, a
o simple random sample was,grawn, and the selected cases
were reviewed This proceduie guaranteed the

|, reviewers an adequate numbep of loans within exch

©£5 . stratum to make objective statements. sbout members of
IR ~ the étratum and: make proje:tfons to the total.

o A popu!ation of ‘Iaans. B s /

=‘v_Advantages:;j"j“7Strat1f1ed sampling produces unbiased population PR
e ) o - estimates and it is more precise than simp?e random - .
e o0 oL sampling given a f1xed>samp!e size. Stratified: D
T - - sampling 1ntroduces a great deal of flexibility jnts ,]
Dow s s  statistical sampling. Members of groups of special o
"','*,;_" ' ' interest can be gfven a higher probabi ity of befng  °
' ' ~ sampled fhan members of groups of low fhterest. The
selector's prior knowledge can be 1ncorporated in the

  ‘"  ‘ - sample design.

__ Disadvantages: ” Stratified sg;nplj_qg requireg_adyme xnnuledge_gf_.me,
| - . proportion of the population fn each stratum; ‘
IR ' otherwise, the precisfon of the sample is decreased. -+
< lfgRists of cases in each stratumare not available, -

- . T tified sampH?g ma,y not be- possibie._ SRR = |

~
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~ Definition:
L

¥

* g

'\Eiémgle;a'-‘:

_' ‘. weeks selécted.

s commonly used when.the population to be sampled is.

fwﬁdv56té§esfﬁ |
AL T popu]ation parameters. They-require a Itstmng of on]y

~ . Disadvantages:

‘““or'stratified samp?fng'"“Tt 1s usaally not possible to

ey 2

1 CTuster Séﬁplfng . ‘ ‘_ - B - o

A cluster sa;ple is a simple random samp}e in which
the sampTing units are co]?ectrans or clusters of
Cases. - s

| _Fop.a;reviewvof ghe'CHS~pr§gfém infé»uni#érsfty,fa_ .

team of program reviewers sampled work-study time,
Sheets by selecting three’ weeks at random and then ?;~
“reviewing all the time sheets for eac§4gf the three )
Because the time sheets were se?ected
~1n groups rather than. 1nd1vidual?y this sampling f,_'.
~ method. is calleé cluster sampling. Cluster samp)ing |
R
dispersed over a wide geographical area. - Far example,
to reduce travel costs for a fo??ow-up study of | B
- student loan defaults,. several cities: and touns were '3 v

seTected at random and then ?oan recigients sampTed

. within the seletted areas. : j" o : -(f,

L T .
CIuster sampTes produce unb*ased estimates of . .

those cases ipcluded in the selected clusters. *Iv‘~ - , _(? ,i e
maqy circumstances cluster sampling s more - "
cost-effective than other methods.' For perscnal

- interview survéysAeonducted over -a wide area, travéT -

costs can often be subst;ntially reduced by

c?ustering, When . complete populatian Tists are not
~available, clustering can reduce costs in sample B

se!ection.. o | o ‘ 'f‘

-

Clustering genera]?y preduces less precise pupulation

estimates given a fixed sample size. than simple random

determine in advance the minimum sample size required e

. to achfeve a'predetermined level of preciston. * - - -
Computation of popuTation estimates from cluster o e
samp?es can be quite complex. ot

¢ s

. . . . .
e ) R . L ¢ . . -~ o
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 Definition:
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e Example:

-

-

v o . . L a Lo
- C P -~ .
. Lo- S Lo
el . 5 o
s ¢ -
: ' . ”~ ¢

: Systematic (Interva!) Sampiingz o e

N

sttemat1c samp11ng is a methud of se!ectxen wherehy

. all cases. In most’ circumstances, when the cases are o

“sample cases are drawn from a population at’ some F1xed
interva? but where the startxng case is seiecteﬂ at o
rmﬂmn . ST T . '.5<" [

I3

For® an audtt of BEOG awards an auditar determined that ,
a mm'imum sample of 100 .awards was necessary. The - =
university being aud1ted had a validatzon roster

. containing 1,172, The aud it reviewer divided 1,172 by .

100 to obtain 11. 72, which he reunded down to the )
number 11. -Selecting the random number of Jasa .«

start1ng point, he se!ected for review. the 3rd name un o
the validation roster, the 14th name (3 + 11), the -~ %
~ 25th name {14 .+ 11) and so on until he had worked -

’ thrOUgh the entire 1fst . .

Often systematic sampies are the ea{jgst type to e .;éi‘v
construct. They do not require a complete listing of | :

B 4;3,, PO

" ordered at randnm or in-alphabetical order, the ;“
resultfng sample is unbiased Certain methods of PR
ordering cases such as date of loan or size of loan, . o

.. can Tntraduce implieit stretiffcatfoﬁ into the sample S -
~ ‘and thereby increase precfsion. . ~ R o

~ Disadvantages: e

"1‘ all frnm the*same day of the ueek.

Systematic sampling is not usah?e when eases are .
missing from the ffles or records. Per1od1c ‘ordering
of files or records can introduce bias into systematic

- sampiing. For example, if a particular recerd system - (. ;

added. a new file for every work day, any systematic

S _« sample of the files which.had '5' as a factor of fts.. . .-

samp]ing fnterval wou 1d result in-selection of ci§es

- . EE e e e . e i e e e e



“H

Dra&ing a systemﬁtic sample frem fi1ing cabinets Iﬁ the pregram under
review can pravide access to filing cabinets | |
euntafning the files of a1l student aid recfpients, '

e~systemat1c sampling from the filing cabinets may be
approprfate.

L.
p

- Procedures for sampling from f1lin9,cabfnets " _Line Number
1. Determing the total nunber of student atd S

2.. Usfng fom c un page 41 determine the ey o S
i minimum nécessary samp?e size e e o= (D)

-

Using Tehle 3 3 below seleet ﬁ'starting number.

‘Start uith the top dr&uer of the first fiiipg cabinet Count
file folders until you get to the starting number on ?1ne 5.
_.Select this case for :ev?ew. e :

. Starting wtth the Iast file se1ected count forwarﬁ the Agg§$ye
of files specified by the sampling interval (1ine 5).
the file Obtained for review. BEEE

iﬁgeat step 8 untfl you have wovked your way thrdﬁgh a11 th
files. :
A ?g

o g .{._... e e e s e M \ e

"recipfents f_ ‘ ] R Ne e. - (1)fi .

/3. Divide e 1 by Tine 2. O N (3)
© Truncate line 3 to an integer (For example. R
. 1f line 3 equals ‘7.7 write *17' on line 4) T SR
, S SampTing Interval - (4)
enplo oying Table 3.1-on page 15 selecta |
mMmmMm-ﬁmmOams - S F e
| . - Random Number . = (58
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o 3

«

© TABLE 3.3: RANDOM START FOR INTERVAL SAWPLING = -

| -'(pine,4) :
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Sampling
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DoTlar—Unit'Sampling
" Definition: When the sampling unit s defined as. an u;dividual
' - dollar rather than an individual loan, grant, etc.,
'the samp?e is cal?ed a do]1ar-unit samp?e. R

‘Example: = - Sampling loans or accounts tends to give equal weight -
: | | to each Ioan or accqunt For ‘many purposes. a ane
hundred doltar loan shou1d~not be. counteﬁ equally with
. a ten thousand dollar loan. This is particularly true
| . when the gaal of the dudftor ‘or reviewer is to
.~ estinate dollar awlnts of overpayments or - -
' .discrepancies. One solution to this problem is dollar
~ unit sampling. 'Rathér than. t?eating loans, grants or .
_ | | recipients as samp!ing cases, dollar unit sampTing
L - ~uses the dolTars involved as the sampling unit, ‘As an
B ) E i]1ustration, consider an audit review of a university
o " whtich administered 483 (WS awards totalling $724,500.
b - . The university supplied the auditor with a Tist &f
. . “award recipients and the dolidr’ amount of each Toan,
R _'_ R . Because the auards varied great1y in amount ‘the -
e ayditor decided to conduct. a systematic, dollar-unit
| | - sample. Hav1ng determined that 2 sampte size-of 142
V. . was necessaryjfé her purposes, she divided 724,500 by
o 142 to arrive at a:sampling fnterval of 5102, She
then selected a random. starting point of ldh? in the
first interva!.

¥ -

Working hEr way through the Iist of loans. she made a
<. running table of the amount of Toans on the 1isting, |
T, selecting for review the’ “oan containing the 1847th

T e

e dollar (6949 + 5102) and 5o on. Using this method of
e “sampling, eadkloan had a probability of being
e - °  selected directly proportional to its sfze. Thus a
O . 1oan of $1000 had twice the chance of be1ng sQIected
' o . as a loan of- 5500. - - v ,

42 . .h. :
2

_dollar, the 6349th dollar, (1847 + 5102) the 12051th =



e
Lo

- Advantages: ".Douar-unft sampHng produces unbiased pnnutatfeh
A _estimates. 'It. produces more. Drecise estimates of
- _dollar amount populatf‘ n parameters than Iom. grant,
N or recipient smling given a fixed sample sfze. It
~ {s an effective way of Iocating 1arge errors c?ustered
in large accounts that are almost 1apossib1e to detect
_by a‘ccount sampHng. Finaﬂy, the problems of
o o . . converting error. frequencies into doﬂar anounts for TR
R pruht‘!on projections are avoided. LT

- Disadvantages: - . Dollar-unit sampﬂng produces Tess precise estimates S
- .. of errorfrequencies in a population-than Toam, grant,
oL 7. . orrecipient.sampling given a fixed‘s'/@sesize.- In
L AP man_y cases, the data on account 51z€ required to draw | |
a doﬂar-unit samle are not avaﬂable in advmce. .
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Sequential (Stop or Go) Sam;:lfng Y f‘/ L ?‘

| VYk'*’.“ Definition:  In sequentia! samgjigg on the basis of a minimwm ;/)
" | B ~ initial sample, decisions are madé as to whether 1t 15—
_“'necessqry to sample. additional cases. and lf 50, . what

~ type of cases should be sampled. - - ) |

v" ,Exggg1e:~',"_‘= 1 During a program review, a team- of reviewers drew & |
s mindmum initia) sample of 50 studeﬁt files from a ;
' L ~ population of- 14, 187 student aid_recipients. From a
B }, " review of the inftial sample they found rio errors in
T o (SEOG and NDSL -awards and grants Hamver, they
~ discovered a substantia? number ‘of discrepancies in
CWS awards. On the basis of this 1nformat10n. they | | .
" decided to terminate their audit of SEOG and NDSL and e
| to draw an additional sample of 50 CWS awards. '

B Advantages: .- Sequenﬂﬂ sampling anous minimjzatien of sample .’ C§
o L o slze, does not require advance know?edge of population o
ot distr}but{ons, allows modification of sample: design to

" take dvantage of knowledge gained: during the previous |
S - _ queme and adﬁs ﬂexibﬂity to discovery sampung .
e designs. ) - . -k
- Disadvintages: Sequential smptfug maar he very time consuurlng because

- . { *. it requires that the sampling prncess be per*fodfcany

I halte& to enalyze data gathered -

~
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Example:
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i Dispoqet&_(Ebeofétory)'samb]iné -

L

615cavéry'samp?ing is a sampling design used to locate

examples or estab?ish a maximum rate for infrequent
UCCUrrences. Biscovery samp]ing 1s a method of giving

- assurance to an auditor or-program reviewer that if .

“.some critical event has occuirred with some’ miniﬁum
frequenqy, the sample will contain at least one
example of this event

| Suppose an auditor wished to examine 20,000 grant

‘vouchers for possib1e cases of frqud To-assure that’

there were no cases of fraud he/she wnuld, of course. -

_ be required to examine all 20,000 vouchers, which -

" might not be practical. One alternative to a 100
ﬂpercénttrev1ew would'be totsampie;ghpugh'caSeszto

-assure that if‘fraud did exist at above a certain

K 1eve1 or rate the auditor will have. reasunabre

certainty of discovering at- 18ast one case, If the

auditor drew a random sample of 300 vouchers. he couldﬁ

be assured at’ a 95 percent confidence 1eVe1 that ff
fraud ‘occurred in 1 percent or more of the loans at
Teast one case of fraud would be. 1nclude¢ 1n the
sampte. Therefare, if an examﬁnat1on of ‘the sample
vouchers revealeﬂ no examples of fraud, the auditors

o " could msmm canclude that even If fraud did -

occur, it occurred in’ less than 1 percent of the
Toans. Discovery sampling 1s‘often used with
sequential sampling. After review of the initial

| g | f samp1e a decision is made concern1ng the need fur - oo
e e B e o ¢ e e umm& Addftianﬂ cases. - e e e

I
"'; dvgntages:-“ Dissuvery samplfng 4s an’ effective method of
. 'R | f ) ] :
e "\ 29 ;
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Biscavery sampling provides no basis for m&RTHQ 23 .
populatzon estimates once-a dwscrepancy is discnvered,
‘therefnre, it is most useful in conJunction with.

sequential sampling After an initial minimum sample  §

1s drawn, samp11ng is stopped if no error is
dxscovered ~ The auditor or reviewer continues the
sampling 1f a discrepanty 1s discovered
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e ﬁu]tiasi:age, Sampnng]
: ﬁéfinitiQn; ,; Mu]ti-Stqgg sampting is a process of selecting a’
o o samp?e in two or more successive and contingent stages.
_f7Examgle§:~_‘ 1 ;_ There is no comp1ete 1isting of c°11ege students in |

. e

the United States and therefore a simple random sample
. of college students is not possibIe., One way to draw -
| R v a representative sample would'be to first sample
.. colleges which do have complete student rosters, and
R -~ then sample students attending the selected,cq}leges. X
_ The precision of ‘the sambiing design could be. improved
B .. by first strat1fy1ng co11eges by such variab1es as
~ ffﬁ._‘fA' f D s1ze. type, and geographic 1bcat10n and then sampling
o e ‘from each stratum. Within cal1eges, the student -
B ‘population could also be stratified bygyear-1n-school
e e j- ) enrollment status, sex, race. and so on. - ~

o

At times, samples can fnvolve many stages. A recent

" survey of elementary school children first sampled =
o - school districts, then eiemantarygschools within the
R ‘.A: se!ected districts, then~classes within the selected

A--I ﬁif AR schaoIs then students within the selected
- i“_ o | | classraoms. At every stage, the samp1e was stratified‘
~ 0 and wefgﬁtf to improve precfsioﬁ. | _ s
a . Advantages: Multi-stage sampling introduces a great deal of

N

flexihitity into sample desfgn and makes. pessfble
sampling of popu?ations for uhicb there are no -
| . " complete 1ists of cases. It also can incorpurate the
. Y Y cdvantages of strat1f1cation and clustering ina
| i single sample. e

&

fﬂf¥§w¥%%¢%faisadvantéges:j~* Mu%ti-stage samp11ng~1ntrodﬁces great’ compiexftfes
U - : into data analysis. Estimation of confidence

) o 1ntervals for A multi-stage sampie usually req&ires .
« knautedge of advanced statfsticai procedures. .° -

<

o  "?31"'




PR R L Opportunity*SampTing _"_

-

 Definition: . Opportunity sanp!ing 15 the se1ect1on of sample cases L
)f‘ | S , in a ‘haphazard way: The se?ectnr ‘takes an opportunity o
"4 . saiple when he selects anyecase he happens to run-

e L 'across for incluston: in the sampleu .
.. Examples: '<Samp1es of the first twenty files 1n a cabinet of
; o ”?7;1 ‘ T L "*‘student*financwal aid rec1p1ents for review 1s an -
- ;,&;{; . .examle of opportunity sanpling. A comuon version of
A e opportunity sampling is 'man—on-the-street“ 1nterv1ews
Z. ..y " . . conducted by television, radio and: newspapers. as an
R \' | o ')informal heasure of public op1n1on on current events.“
o 'Adv&ntgges:‘“ | Opportunity sampling 1s an easy sample selection
-\ . . .method because it imposes no constraints on which

.'cases may be selected.;

 Disadvantages: Ogportunity samp11ng potentially introduces bias’ 1nta :
o o " 5»‘ ,the sample becauSe there is no way of,befng certain
¢ ~ that the sampled cases are truTy reflective of the

o . “total populat1on sampled,. A SR

| ,‘""-For example, se!ection of the First twenty student
e o ‘,files in & cabinet may result fn a sample 1fmited to
e  recent aid‘recfpfents. “Man-1n-the-street® interviews
- -~ . conducted during uorking hours may' exclude working
' ~people from the-samp?e. Therefore, the results of
o opportunity samp!ing cannot provide the basis for
. . - obJectiy eject1on of samgle results to the total .
o population. | o o

i e o= 40 e aee ain e cmepman sy ke e s res o
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T . Pl ' ‘ g
T S R Quote Samp!ing- . -
Definition: . When a pre-specified number or quota of snmple cases
| | . -are selected on an opportunity basis from the varfous .
K " groups-or categories which compose the populat13n o .
' under study, the sample is ca11ed a guota sample. A o
T | | . 'n quota sample 1s a stratified opportunity samp1e. N Ca -
© Example:  Ifra researcher wished to sampTe the student’ : '
e populntion of a university in which 30 percent were .
“freshmen; SOphnmores. Juniors and senfors each
g L | ‘éhmpused 20 percent of the students; and 10 percent
o R - were graduate students, he mignt select the first 30
IR | S freshmen. 20 sephnmores, 20 Juniors, 20 senfors and 10
| S graduate.students leaving the student union. R
vAdvantageS£‘“ o Queta sampling 1ncreeses the nepresentetiveness ef B SRR .
o . o opportunity sampTing and thereby potentia!ly reduees N e
N T 1bhm¢-‘f“~- = B T e
S T ) A ‘ ' |
e Disadvantages: Quota samp!ing rests on the fa!se;eSSumption that o
B A n:‘{.“jﬂ ff""emembership in a cetegany autumatical?g quaTifies o ff,; fiﬁlt
SR T . 7 acase to represent. all menbers of that e
o ~ category. Quota sampling is’ subjeet to se]eet1onA‘ o,
| - ' hfas and has unknown.statistical propertfes. _ v
o | _ Therefore, the results of quota sampling cannot
I o .. provide the basis for cbjective prajection of
o T PEET samp!e*resufts to the total pepu?atfen.
A ) V. |
’Qf * ’ ’ 33
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RS o | © SUMMARY I S

L '_ | . Chaosing the Right\Samp!e Design SV
| o Thef‘e arg no simp]e rules for chousing the aptimal sampie design that | .
‘ / & - apply in all circumstances. However, several basic guidelines can he o P

- jused Simple randam_or systematic. sampling are most- effective when
;".celnplete Tists.of the population exist and the researcher desires a
_ sampling design that ‘Iends ftself to simple amalysis, Stratified
sampHng is advantageous men the researcper wishes to assure chusian
in the sample of certain subpopulations or to 1nci~ease ‘the efficiency of -
 simple random sampnng‘ Cluster smpnng can save costs for persnnal e
| mten‘denjsuwey conducted over a wide area; or when camplete popu‘latﬂcn |
~lists are not available. Do]lar unit sampHng 1s ad\zantageous when
~ auditing a system of records containing many smaﬂ and a few targe |
- accounts. - Sequential and discovery sampling ‘are most ugefyl when -
- 1nvestigat1ng 3 popuhtion about which there is 1ittle advance knmdedge

L U1t1mat;ely stud,y goals“and resuurces dictate choice of sample - ‘»‘ | i <
e ‘design. The great variety of samme design choices pennit tayloring af a |
Tl samgte to many different study purposes and budgets. .

L] . v o . . -~
Aruitoxt provided by Eic: o . . . . v P . . o )
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Complmuq SAMple
STATISTICS |

-

This Chapter contains a series nf forms to aid in ca!w'ﬁating ' &

. varfety of common sanple statisties. Farm'A_is for. calculat‘lng the
f'estiﬁate of the population variance from a samp?e. Eorm 8 cah be used 1n"ﬂ’j<'

develdping population estfmates from a simple random samp’e and Form ¢ 1sty=

 ffor determfnfng minimum necessary sampfe sizes. Each of" the fnnns

" contains.a step-by-step procedure for. calcu!ating these fmportant sample

S tstatistics.

.

1n addit'ion to these hénd calcu‘iaﬁon forms, two forms have been

L 'pmvided for cuuputing these statistics with a calcuhtcr. Fom 0 shmgs |

the procedure for using a calculator to detemine pcpu!aﬁon variamce.

~ and Form E, for developmg population ﬁstimates. It should be noted that
while a caleulator can bé used for all the sample statistics described in
this manual, efﬁcfenties can be gained in 1ts use for cc!cuntfng
. populatian varfance and pogu!ation est'lmates.

—~
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Estimating the Vanane‘ of a Populauan
> -+ froma Sample [ .

S ’ | ,'-'z'%tx,--‘-*xaz.- x2-tzxr‘=/n R o
.. : L - ‘- . » ‘?' "r‘ ) " ) o : UNE
0. SR, T v NUMBER

' AHowmany c‘aiia ara' In thé sambla? ' * .
~ »‘H ' nm ‘ e ’("‘\

e B qutracﬂ fram llne1 | A o
T "C. Is ﬂ;e varlablcacatagodcal vartabte (such o .
. sssaxorreciplent/nonrecipientyora - -~ =

- continuous variable (guch ;IQ Ineome -
.orhga)? o |

el o Cmgorical Gotostan
. - O Conpuous Continuewnhsmpb R

it

D, ,Cﬂcuhtn the nurmrator' .
the "cum gf squand dwlaﬂom“

| (X, - R;z-sxz—czx)% et

C o Squmﬂmmtuuefmhmptem o
gndmmthermiu | .

x=+x=+xg xg-:x;t- , @

D2 Addﬂ\cvalueefromd!thewectnme S : i
Bt SO RRE S

' D3 Squsrelined Co : | e
| o | _V(SX.'F(-(:X,){(SX,)- ‘ (8} N
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 "D4 Diidelined bylinet . T A
S e e
D6 Subtract line 6 from lne3 -  " |

E Calculate the esﬂmate ‘of the popuhﬂon
| vnrlanca DMda llno 7 by I!na 2 .

v >'2X2-(IX")3/'ni'
S | An=- 1)

(8

F.. Howmanywuinﬂmumptuaninmo T ey
'«togoryoﬂmnrm? AN L J\

Numnaofmmc:mgm-f-}_' ——

#y L (Forexamph.h‘voumimmdtn :
o . eaﬁmatingmevariancsafsax,hcwmany
farnaluamﬂ':emrntmmph?l’or
docotomous variables it makes no
ST Jdmsmwmchmwbmum)

G. Sqm llnos - _

H. Divide line 1Qeby line 1

. T Binm (1)

l. Subtractlne 1l from ine9 = - » . - |
) . f=fin= .

J.- Divide unnzhv iine 2 S R -

=12/ ztx RF
Co m-n n=1)




- FORM B

Developmg POpulatlon Esttmates .
From a Sample Flandom Sample -

Y e

N A- Basic Sample lnformaﬁon L

Al Howmanywsesareinmesample? | ‘-gnr- | : _m

A2 Howmanymsasamlnthe : “*
o “total population from which the sample . . o |
| wasdrawn? o N= . e (2)

,', ”

- B, Calculate m sampte mean {X)

| B1 Add the values for all ma cases in the
' mmple togemer

- v | x""xz"'/xa'-‘-q_'"xnf.zvx’“\ "" ' %!3)
g - B2 Dividelne3byline1 ? |
* G ‘Cateulmmamimate of the s&mpllng S T LTI
o mun standard devlaﬁon -
°""‘\/ N | o
'~ €1 Using fom A, mlculatemeesﬁmated B
~« ' sample variance . I L R — (51

C2 OhidelineSbyline1 . sn'= ______ (6

8

Subtract fine 1#rom ine2 - Nen= ________ {7
F‘~ . m,,'éw;ds'.my.w;mz T f Nepn - . (8

s B
P ".. . - ~ » .
RO . ., . : N J
N - LI : . : . . i ,
; '
. * %y - P PN N . .
. R
.

S T TN ¢S, Multiplyline 6 by e8¢
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. CB .Takeﬁ!esquarsfraotofﬁnee |

D. Set the "gzonf‘deme level” (conﬁdence leve! PR B
| sdefinedonpagetd) ¢ L -

- :

R

Q©

| ConﬁdanceleveleLa- . (11}

!

o - o , o Fs
. o R - . .
,4

E. 'Determine the “Z* or “K” value from the TR
nhlebelow & ) | | . o B

| - n230 L fng30 |
ifCLa ~ thenZ=. . then K= -
80% 128 ' 224

90% o 184 | "3.16 s
95% . o 1.96 - . 4,44 O
99% : - 2,58 1000 N

f
|
|
?
!
f

Ko:Z=-

{12y

F. Caleulata the estimate of the
| population totai

1
1

MuinplytmeZbylsne4 . f=Neg= (13)

G. cateuiate the canﬁdeﬁce imewal of the . |
- estimated populati?n total - . ‘

Mulﬁpiylhe2§? fine 12 by !ine 10

fn>30 . ClaN-Z 4% (14)

’lfn<3o | ClmN:-K:oX= _________ (14

H. Calculate the upper bound of the L X
T q_,conﬂdenee interval L _ e

t+ Cl

- .

. Addfret4end1d . B Y- E R

-«
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FORM C ?

STEP

-k

Dete;mmmg Sample Snzes {n) k ‘

A. lsdwvaﬁabhtobewmateda I AN .

-categorical variable (such sssexor .
' percentage of erors) or & continuous

vnriabh(wchsstotalddﬂalsaxpendeqlor A

‘ average cost)?

El Catagonca}vanahk GotoStepH
-0 Conﬁnuomvariabte GatoStapB

Emhﬂah the avmga accoptable error,

\‘ "“

~UNE
NUMBER .

* averags weight of students n & class of thity

- within two pounds write ‘2" an line 1..

Hm,ﬁyouwishtoesﬁmm totat

| ﬁ_mhtofsmduminﬂnchawiﬂﬂnmam } _
~ - pounds, you must first calculate the average - o
. - acceptable emor (E) by dividing the total | R
‘acceptable error (TE) by the number of cases =~

Inﬁmpupuhﬂontobesampbd in this case

"'.mmn@qpmwomdbe.

© White the result oh line 1)
) c-

 ';__ B ~ of confidenca level)

,T512

R

Set the f';om.'m;._. lovel” = L
- Conﬂdance tevel- .

 (_1)

T, fcrexamph youwimmeaﬁmateﬂm
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D Dmrmine tl;e "2" vsluo from the:ahle
“ . hnlow o | |
| | ®% . 1’
%% - 1e4

L m%  2.58 | -

e

. g<'

e

E. How many cases are thare In the total
~ population from which the sample is to
be drawn? ' 5

P N 4

. .
T e e g

T bR . ' ot . “ : .- o ‘ . ) . T f " . .
- '. F. Determine the estimated population R é*} ‘:
T vaﬂance(ﬁzltsaepagemforadaﬁnm e R R

'._szca‘nbeeaﬁmted' ' ‘~fm’n: T o
! ‘ 20 Pﬂotsmdv : ' RS oL ‘ g L
: 3. lfmphngfmmanappmximawv S o Lo
normally distributed population; - L S
| - | mevafﬁaneecanroughiybe . - o
25' < | ‘ a A . o ¥ ‘ ‘
wha'eﬁismeraﬁge.‘fherangé A
« lsﬁwhrghestvahmrnmusthe » .

.. P T T IR

i

e e G caleuhta tﬁe mfnimum nocmaf?
L ’ umple size, _
e NZ2E
Nw o = - ¥
EN + 2252
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~ G1 Square fine 3 . |

Gz Mmﬁpzyrneswunee ‘_
3. Muttipl line 7 by lne 4

G4 Squareline1 - T

.G Addlnes0and7 . . A

'G5 Multiply line 9 by line 4

MumplyﬁnGSbvim{f 22.. o '(5');_

4

\~

¥ —

 FPNe @

L ee g

EiNe (101

BN Rz g

G7 Divide lne8bylnett . - T

e=~+azz2 | TS

ffnmmbmmm sampioa . s - -

mhknumofwmu ;_ ‘ R R ;

| lfﬂmwrhbhte\:onﬂmmdhu ' T R -

&nhﬂsh mcpmmrqon'a*ccqpmhlq error. \‘ é

L | E= (13

porﬁanofsmdmhadmofdﬁnywho

~ dre female with .06 or less error write. O05on : o IR

line 13. However, Hyouw&hmutﬁ-natethe

.total number of students who are female . . - .
| Mhﬁuusmmmmmﬂmekzuhu ‘- S

' . L& .
P a— . ¢ : ) St
) . . . ] : . " - o ] !



the proportion acceptable emor, E, by dividing |
‘the total acceptable by the number of casesin - <
. the populstion to be samled. lnm:scasethe S
-"properﬁongmrwourdbe - : : '

TE

Wntemerasuttontine 1"3:,1 e | ‘1#‘ |
s | s "'Set~'tha~ “gonﬁdenge !Qve!" ,.
R R Conﬁdencelavei*CLs P I

) | | (seepaga13faradsﬁniuonofcanﬁdmea!evel) o
o | J.“: Determine the “2" valie from the e Ty
| L “tablebelow L o Lo L

,\'~ g | _ ‘ [
| ﬁ’CLh oy th&nZn' - o
-‘ '- Y . m . " i - 1.3 i . . ‘ -' .
%% - 196 N
2% . . 258 - ‘

-

LK Determine the est:mated populaﬂon . Y 3 |
' ‘pareenmgeformeeatnmwmbe ‘

“'}»P‘é.anf&fa\eaamatad"  from: | | (
1. Pastexperience ./ . -
o 2. A pilot study ' ' '
- ‘ 3. Amnﬁngma“maximum - ' o
S andsettmgP- 5 S Yy

A e Pm 1)
. L. Howmanycamarethereinthotow T
"~ population from which the sampla isto
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CONe e
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M. cclcuhtn thc mfnlmum nwuunf umph

du

“M1

.MS

e NP1 =)
E2N+ 22P(1=P)

Squars ine 16(22)

- {(Multiply line 18 wmm |

‘Subtract fine 16 from ¥

Muttiply line 16 by line 19

Multply fine 18 by line 20

Multiply line 21 by line 17
Squareline 13 = -
Muttiply fine 23 by line 17

|

Add fines 21 and 24

Divide line 22 by line 25

. ZP(1I-P)m

NZ2-P{1=Plm

- % '

EEmEla

E:N=

F

EXN+2%-P(1~P)=

_NZ2:P{1-P)

E’N-&-Z’ P(1-P)

!fhnezﬁtslessmmso sampie’a
minimumofsowses -/

——y

(19}

(20)

1)

2

(24)

(25)

(26)
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. usme A CALCULATOR T0 com’urg smumo smmus smrxsr:cs
’ o o , .
*" ;.“ y
8 ~ Forms D and E present‘-a method of using
~ - a hand calculator to comute populatfon
.,',eStmates from a sample. To use the
| foms requires a hand cafculator with.
. | - ‘mtnOry, square, and square-root keys
. —r Tawa ] v ] e and which loys “standard algebraic
xilc v 1 %]l + g eaploy g
T B’ * hierarchy;" i.e., squares and |
RIERIENELIE sq are-roots arg penfomed as soon as
s ] RTINS RN S g appropriate’ keys are prgssed. and
M=fta i sitsit-=Jl" my tipﬂcation and division are .
. iy (i) iy ey \/’( pérfomed before addition and - <
MR 1 J 21 3 + 1 VY subtraction. To test if your
Md 0 1 V= ;a'l_cu}ator co,nfor('ms‘ thtan ar
| e e — a'lggbr,aic hierarchy, press the |
| following keys: ' N
“ ; ‘i piini ' /
. alf+{{aliv]i=]iedl=] -
| 1If the display shows '13° the fo‘!?ﬁwfng forms are usable with your
calcu'lator.‘ | - -
. | .
. o \ » . ,{" “
° | \ " i 46 !:‘;
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Usmg a Calculator to Compute?
_— | the Estimate of the Population
ok Variance from aSample f

e ‘Basic vlnforma’tion

L ‘How many cases are there in the sample? R T ¢ )

. y . Computation :
| Emer  Pess  Disply bs.m_rns.m
- [c Mmc 0 ‘} Clwmanogranddsnlay

X IM‘H;" Xz &+ X2 - -Sumvaluesofxzmdnsalayand
o ' | : g.-‘mm vaiues ﬁx mmemmy

x MY OE xu-xg
X M+ X3

'Continueforall casa

L
R
o

ry
+

..?5,

ng+ _ 3 z‘xiz Sumofmesquamdwalueofaﬂ

M . = Smncfm@ﬁesofaucasps s
- L Wi contemsofdsptay orjhnez

NI {(EX)?
n M M* =], Z(X~X)2  Sum of the squared

'_‘EKC e

¢
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Set the “confidencs level” /
: fconﬂdenca !evansdemed on pageia) S o
o . _ CmﬁdencelaveiaCLa-__.“v S—

s

Using a Calculator. to Computa E’opulation
Estimates from a Simpie Flandom Sample

*" -mgaale lnformag on .

?-Hmmmu&amm‘nmmmﬁphr. ‘  ' "”’ R |

. How many cases are there in o ey
‘the popuhﬂnn from wglch the umple
. wudmwn? L

.-rWhatlstMsu@_cfthavaluaforaﬂ e e
. m!nﬁaoa.g‘tme(l.inezframformo) s b > ¥ ——

table below

L .' ifn23° R |
HCL=  thenZ= " i

80% = .128 -

80% . 1.64 -

%% 1.9
%% 25

| K" orZ= _{6)

Eem_ﬂm

~ Whatis tha ewmated varlancs of v.h/
- - population sampled? . s o
;(Usefonnbmeelculatememmated ' T
| ‘populaﬁonvaﬁance) AR | SR )

B - TR
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line &)
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. line 4) -

ine 1)
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K Finite' pogulation cofrection

Dy . . v t

Mean sample value

-

* Estimats of papulation total . -

Enter contents of display on line
P . — (.
Upper bound of confidence

Enter contents of display on line 8
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Lower bound of confidence interval ¢
Enter contents of display on lne 9
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l&mgﬁng the Results

. ﬁuind‘iahlanksinmesmteneebdow

Onmebasisafasmpieof e ‘eeses canbeesumated_ e

coﬁeme, the total vaiue of - __forthe population
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B - AppllCA‘TIONS of SAMplmq
- TO STUdENT mecml Ald

Vv | y
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,b

( This chapter cantains three examptes of the potenti§T uses of
- sampling statistics by the Office of Student Ftnancial Assistaﬂce,

- - Although the details of the examples are fictienalfzed they are all

based on a combinat1on of actual cases. The examples are designed to

_-both illustraﬁe ‘the applicattan of . statist?cal samp?ing in OSFA" and to

- address a range of potent1a1 problems that could erise fn those
applieatfons | |

.

oy



(EXAMPLE 1:. REVIEW OF SEOG AWARDS AT UNIVERSITY A
;'\"\ £
A ' : A
. A financial aid program review at University A revealed five
overawards in the twenty-ﬂve SEOG awards reviewed. As a-result, the
Department required that the Urﬁyersﬁy either conduct a compiete audit
of their SEOG awards.or perform its own stptisticaﬂx sound and N
representative samp!e and’ project the results of the sample to the total.
SEOG population during the period of ‘the audit. The University se?ected
“the Tatter apt'lon and proposed a 10% simp'fe r‘andm: sample of the 1460 _
- SEQG awards made during the perfod of the audit. In evaluatiig the
proposed sample the Department deter:mined that the sample would have to
- be sufficient to estimate the nuuber of overawards within + 50 and the
amount of averawards + 50,@00. at a 95 percent confidence level. To'
.determine whether the University $ proposed sample plan met these .
'criteria, Fom € from this manua'f was used. A copy of the comp?eted form
' ‘with relevant caments is attached.



Form C

- . -

' A. f:thonﬁlbhmbcuﬂmm:

. Determining Sample Sizes (n)

-

categorical variable (such as.sax or -

percentage of srrors] or a continuous
nﬂlhh(wchuwaoﬂn;m\mdor
sverage costi? .

}( cmgomsm GotoSmpH
-0 Canﬁmmm GatoSuaa
a. Ecuhlil.h the amgc lcc.pubh arror.

(i1, for axample, you wish to estimate the .
avarage weight of studets in a cisss of thirty

within two pounds wite “2" on e 1. L

However, if you wish to estimate the rote/
:weight of students In the cisss within tasive
pounde, you must first calculate the sversge -
-acceptable. srror (E] by dividing the totl

“flcmbhmtmhvmnummu!m l! L
mmmuﬂmwmmmmm

- LINE
NUMBER

g In. tMs casa. the sanph ‘
will bs used to astimate
bath the dollar amount of

- overpaymnts, (a cantinugus

averpa ts {a categorical
nrigb{w‘ ¢ “

For suc.h multip%e use
samples, the necsssary
samle size should ba
determined {ndependantly~
for esch use and the
lérgest resulting ‘astimate
of minimuw necassary smh
“size used,

[n this examle we um
- frst’ utfmn}eht{ ‘
NECHSSAry samis size
' < ndeded to determine ﬁm :
nunber of Ssm_cnrmlrds.

L -

§ the sverage emoé would be: A |
. ‘ v b v
Wiits the result on iine 1) o ) »
C. Set the “confidance leval” < ”
’ Confidence ievale ()
_ B (Son page 1 for s definiton | .
| ' of confidence level y
& S . S
. . . ,
53 FIBYTIYAN Lann '838

59‘ | |

, . varfable} and the nudber of
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: . . Multioly e 3by itself. 2%= (61
© G2 Multpy lne S by ine§ T e
. | . | o 6’2% i ' o I
G3 Mutioy na 7 i 4 | '"
. - . FziNe (& .

- - R
GS"'agmﬁ:;svmsb§W4.r o o

‘ S © o ENe o

. G6 Addnes10and7 '

67 _g@m&ems’mmn -

*

BN+ 22w

ne E“N+c’?23

'ﬁf!mﬂiishamm samphe 1;
minimum of M cassé '

H.l li'ﬂiivarhbh&bonﬂrﬁﬂ.&ba .
. <af variabl . The level of acceptable
& arror was é‘ecwagpto'be ,

e : " Py 50 overawsrds. To convert
Establish mmpqrdan scceptsble srror this figure into proportion

‘ _ : L, . 0 3y - acceptable error, the
. _ ‘. : E= - ° {13 - ;c”oﬁﬂg formuls was used:

‘ o « JE = .034
*{For example, if you wish to sstimste the, ' , -y LS %ﬁ
‘,dehammmm . ' S e Y
we fomale with .05 or lese emor.wrie . 05on -~ - ° -
fine 13. However, if you wish 10 estimate the -
tote number of studsnts who are famale

%

ne e g
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95% 1s the cnnfidmce uvﬂ
se /?cted by the Beaat-tmeﬂt .

SRR S E--—TE--?-,--‘JO

| ‘. wm-enmm@namta; o N |

SRR B ! s-m. “confidence level” P

B * - ’(:Mm-cs.- E _?_5',2“4; .
Q7 (Sespaga for definition of confidmncs level  ° |

o B J. Dateﬂnmsﬂ'la“t’héneﬁ'omtm o
N table below o :

B S wetm 3 tenze - . S
| - S oB0% 1.28 A )
‘--r " m* ~ ) . 1““ . . ' “ . N . *
IR .%o 28 . ?é B ST
e e - Ze 'ﬁ__-_'_us. | .
K Dmm&n-tho 2o o C The initial review found §

pcrmnqﬂarthqcmqawmhc A T AP overawards aut gf 25 files
estimated. (P} Y o Yoo raviewed or 20 averawards..

' ’P‘mbtsﬁnm‘ad-ﬁm%
1. Past expéfience
- 2 A-pilot study
. - ; &Ammmgm rmmmmm"
Tl . L omth- v
L Howwyumanmcuinmmw :
.populstion from whichthoumplphto -
| Mdnwﬂ? ‘ .

e mommee

- . ’e :



T M Multoly lne 22 by e 17

M. ,Ca!cuhtq the minimum necessary sample

. ﬂ:‘ :‘ \
o NZEP-P
M1 Squars ine15(23) . I,
 (Muttioty line 15 by tsalf) - |

M2 Subtactline 16fom1 < 4

M3 Multiply fins 16 by fne 18

M4 Mutoly e 1Bby fne2d

M8 Multiply ine 21 by ine 17

e
<

\

| R ‘.c‘ | o v .",, - o ,Ez‘,N.
M3 AddlneZtendZe |

M8 Diige link 2 by ine R

o ~n_ NZE:P(1- m.;
S EIN+Z3-P(1=~P)

L

&N‘Ilmpbl

L

bhﬂ
efaa

%

Pi1~R)m.

 ZPO-Ple

| _ | NZ3-P(1 =Pl
- Ma"ém_;m&n'la R ) S =
EE EEmE

i&i@,
80 (19)

:_z_é__w,

Fild®

'*.-ooauzm,,

s‘ .
\ E‘N¢Z’ PH P)- g&@%

l_é_m

Gl

&

; BEST CNPY AVAH ABLE

o
‘o

wr 2 .



Therefore, the minimum samﬁle si2é necessary to estimate the totdl
number of ovqrawards + 50 is 386. To determine the sample necessary.to -

estimate the total amount of overawards + $50,000 the equaticn for
minimum sggple size in Appendix B was used dfrectly.i_ |

Py

2N §
Y WY B
:(In our example. I R I BV

\
N= 1460, the numher of’ SE0G awards during the perxod of the audit
E = $50,000 = $34, 25 the average acceptable level of error

. 1460 ‘ :
Z = //96 the i vaiue from TébTe R. 16 assecfated with 2 95 percent
confi&énca Tevel, ° ; S e
/,
, <o |
¥ _ L v
& ///
S \OE R ,
-~ ¢ “
i




4

-'estimate of the popu'la 1{ variance is.

' of 146 cases. - - s

_ L Data from the pro«;ram review was used to estimate &2 the .
popu]ation variance. The program review found overawards 1n the amounts
- of $1,000, $788, $449, 3300 and $1,625, as well as 20 cases with-no

overawards. From: Appendix B, 1t was found that the samp'te based

S’ L . ~ .
Y . .
V"‘A z(x - ' . ~ ’ '
: e B =T
o %‘t o ‘ ' N ¢ o ’ . i l
Where: o \ | S
WX s 1o 1000 + 768 + 449 + 300 + 162_ = 166.48 -
‘.l on ) ' 7 ' . -

mq.x)-(mo wswﬁ«(ms-wsmﬁ

I §>wwo-wswﬁ+(§§-1wmmz

S ;‘}” Lt w0 66, 48} < 3030125 i?qu,. e

-

h 2 L(x" -“\-) }28?55 \ . .« o ’ ‘ : i | : . .
| |- A a I e
. - |'| - I . \}.l _ ' N ‘ -
T Substituting these values mm the fbrmuh for sampte, sixe. we obtafn
. 2 . | o
n -' q E

szu T2 L 2 o

1§ » | ;Q, (1450) . (1 96)° (féévss) - Ty

o (aes)° (460) + (1695)  (128755) |
- 37 - ;,_- | | -
. NP ..:/ B .
Therefore minimun sample’ s1ze necessary to estimate the total _

- “amount of overawards + $50,000 s 327. Because the/sampte size ‘nécessary

to estimate to number of overawards was 'farggr (386). the University was
requfred to sampte a qu;mfmum of 385 cases, 1nst§ad of the pmpased sample

p
L
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, UniverS'lty A conducted the required samp1e based audit and reported
the results in Table 5.1 to the uepartment

o TABLE 5.1 -;S_EOG AUDIT' AT“UNIVERSITY-F\-

S

© Number _ Amount | )
| Noerror found 3§ $199,220 .
- Overawards : N : 23 . 14,623
o . mss{ng &fﬂdavits 17 | 10,217 - .
Total - - 224,060

|
" . |

‘Sample k P
. Number of Overawards (23). + Nunber Nissin Affadivfts (17)
Error Rate = ~ Sample Size (385) .
. 10435% | | |
Net saos Awards During Period of Audit “$d49, 481.'

- “ ,Esumated University Liabi'nty - $849,481 X 10,368 = $88,006
R | o (Net Awards) (Error Rate)\ ‘

s

-

The Department rejected the estimate of total Habmty because the -

) | AUn‘lversny mp!oyed a faulty computation. mEthoﬁ‘V, In estimating Ifahﬂity
" ..ithe Univers ity had calculated the error rate on the basfs of number of

' errors rather than donar"amount of errors. The cerrect error rate is:

-

Amount of Gverawarés + Rmnunt of Missi Affidavits
| “Sampte TonT S0 Ing | ‘ 11 091:

~ 7 Therefore, estimated University TiabiTity is:-
| $849,481 X 11.09% = $94,176. -

1 ' ‘ ! b . '
[ N a — 5 - !




- EXAWPLE 2: BEOG mucm QUALITY GONTROL STUDY

‘ StatisticaT sampﬁng was emplnyed in a qua]ity controT study of BEQG
- ~ applicants because it offered a wfde variety of advantages in the ..

anabfsis of the universe file of appHcants containing oveb' four mi1lion
records' _ o , . !

. "Sampﬁng 1nvolved suhstanﬁa] cost savin s' In advance. 1t was
- estimate e study would require a minimum of thirty
computer reads of the application data. A singl Tﬁ computer read .
‘of the entire file cost approximately $2,700. erefore, o
analysis of the entire universe file would cost a minimum of
$81,000. A sample of 20,000 appliations would cost $2,700 o
construct. However,. after the sample had been drawn, each
R - additional computer read cost only $21 for a total study
o L . computer cost of $3,510, a -savings of $77,490.

- ‘& Sampling introduced only very minor error. For example, in
| -+ estimating the percent of applicants attending public, 4-year, .
. | instituth{ns. the standard error of estimate was less than -
\ - three-tenths of one percent,

P T Sampling speeded the completion of the study. A complete read - R
: . of the AppIication File usualfly requires five hours of computer R
time and has an average turn-around time of five days using the
- Department's COMNET facilities. The data file containinga - )
sample of BEOG applications usually only required a few minutes - | I

- of computer time for each run and ad a turn-around time of a S A

o | few hours. . . o ] ‘,f‘ -
N e i,,SampHng allowed use of 2 uid range af sta:istic&‘l ckages - - .
Tle - such as SPSS, SAS, OSIRIS chare not practicai fora -~ -

. ©, fi1é the size of the BEOG App‘l'lcant File. -~ = - S | S
s . sampling made possible a wider ran e of apalysés than mw have .
< . = been possible if the entire 1. been utilzed. Given the:
S . high costs, long time lags; and 1imited statistical software | |

e ~ available, a population-based study could not rea'ﬁsticany have

o ‘ : | expwred as many topics as a sample-based study

’ : ~ k- . ) v
. ‘i \ ' L ‘ ,

\ ‘»\- T i - .
) e
7 9
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N
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EXAMPLE 3: REMIEH OF’CNS AUDIT REPURT FRON UNIVERSITY 8

/’f N ‘
/ .
The Department received an audit report of CNS awards at Un1versity

T

Aruitoxt provided by Eic:

| Total amount of CWS awards durifg the- period of the Audit:" $833,118 | . o
| Number -of CWS Awards: S\ o A B
Simple Random Sample Size:.~ - 551 ‘ e o SR
Number ‘of Dvegawards Identified. 6 \- -
: S - . b | . -
SR . Anount of e
Error S ‘ Number - Overawards 5
| Students engaging in profit~ R .2 - 81,183 . B
B making activity for tﬁe 1nstitution S o2 | D
| Students not maintaining satisfactory ﬂ' 3 - 3001" L
’ progress in their course of study L - 085 . o
q1 . PR Y 2 .
| Students n default on & NOSL Toan = 1 L3 |
Wi Tt 6 ssu8 |
— ;=========================== ’ i;===r ‘_ e S R
The Department was’ concerned with whether the samp1e prnv1ded an S ';”:
adequate basis for pro&ectfug total University WS overawards, To this
” end, Form B fn this manusl was used. The camp¥eted form with relevant -
comments 1s attached. « » N :
| Q_/ R
- p
; 61 |
' 67 . -,
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S “ngqlopInQ Population Estimates S
- 'From a Simple Random Sample . L
STER TS . | | T
A Basic Sampie-information .~ ~ o ' o
Al Hmmmmhﬂbmwb?, nm" _5__5:__.. | |
AZ How marly cass arain the . - . S

' wmmmmm : Q;ZZL_ - !
WMT ' . N= Q) ' . / 2

.B. ‘mmmb‘mm o
. _ S
© BT Addthe values for il the cases in the . \ g , -
_ : ' Xy # X+ Xy eeet X, @ Ix, @ — ; B S
‘ T _ - ‘ - . in this e le wa will fc use -
82 Divide kne 3 by finevt : Sy efFomA";catcuhu th:mlt |
' urunu df u:ﬂy

. _%‘f },‘,Ixé -‘)2
4)* BNV | T , P 0y .((1/133 - 93.6) 2 | a
°'mmm“m - . ‘& 54 'UZZQ Nar P! (a2 - 9. 6 »,y R
C2 Divide fine 5By e 1 \‘ e /5 | /u‘m-sa,s)z_ B
¢ smh1mh'2' ~  Nene 7 ‘ 885 -93.5;2 .
C4 Dhidoine7byine2 N=n o

.‘-"; j L . ‘ - | - ‘ o g ' / | (1 325 . §3 5)2 .
. . cs Whawma .7 _S.z.N—B. /y{é:gg‘m /‘/’ 2 :
o« n N | I} (0 93 6) )

= (4617445,2) + A(s4)

. e N EX/neRe
. . C. Calculats the sstimate of the sampling
o dovian

B
L

'......- ‘ PO . P oL .._ - .‘ . . LN - o . ’ ”‘Jl.- , . . é .- .. Bsws‘24 i
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0 . - = 2A ™
- 1 C5 Take the square raot of fine 8 F Nena 38 30“0’. | e Department used the most’

- commonly accepted confidence Iéve! c
. S A N Ve of QSS to estimte total HHabilfty.

~

~D. Setthe “confidence level” (confidence lovet
: is defined on page ) ' :

E Dmrmimtlu"t“nr“!(“mucfmmm '

-~ o . - i . ; . Sy

T g e fn> - ﬁn<30‘ , _ .

IR T _ HCL= - then = - thenKm o =
o 0% . LB . 228 IR ‘ L
C80% . 164 . 316 R - T

o oe% © . 1.98 444 N
\ - 8% v . 255 g moe -

F Cltouhtemntimnmofﬁw e o | . . o
B | P"”““""“m‘* o - S
. 1 — ; I - 4o L.
o S Muitxplytimz byﬁne4 . . iaN-Re= ?gﬁgﬁ.ua) o
A . - . . » R . o T -« F . o . L e

" G Olleutauﬂnconﬁdancﬂnwoftho o L ' )
W o dﬁmhdpdpuhﬂon’nl o . I *

Mufuwﬁnezbyﬁnﬂzbyﬂnﬂﬁ | , v
T Haz3 CleN-Z-5%= 7’&78'5'{“4, ~ S

OR o o .
I n<30 CluN-K-3%m = (14} ' - -7

v -
A

M. _Cak:ulétethe upper bound of the . . . — <
T Gonfidencs interval - : : S

- . . ) P - . . )

.+ 0 '

. . - - v.’ g | -
Addiine 14 and 13 &c‘:-./giﬂna

4 "
_ - —~¥
2. — - IS
- *
) 'y . ’
. .
. . . (’\
' . = * .
‘ - , ’
Ip o - -
.. . . -
63, , |
N o . ‘.
“v r - ¢ ) ‘ hd Q ‘
e * L . o.k— ' . 69
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A mmmmmm

pmzw ' : :
S , | B |
47 *j'smm’&n'umamﬁ | 4-'61-4/2'—7—22"9" -

. J. tummonmum
ce il in the blanks n tha sentence b, :
o wmwmmm.i_mnmumm
E _L_Mmm mmv?nof_éé_‘ /} '
ol 1€§§§§:ﬁﬁﬁn
mwmw;mmmﬂz,@éiw T .
mmw ‘

Lf“'

%

. The resumng confidence interval s obv1ous1y very wide, The 1ow Timit
= - of the interval, $17,999 15 1ess than one<ninth of the high Timit of

- - $163,771. Therefore, the Department determined that the audit sample was
. @m tnsufficient basfs fer pmjectmg totﬂ UMversity HaMth

\ . | . 64
. .é‘
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The three examples contained in this chapter represent only a small
~ fraction of potential statistical sampling applications 1n OSFA.

| ‘Nonetheless. taken together, the examples demonstrate that statistfcal

~ sampling can be very sﬁraightforuard and need not involve overtg camp?ex‘-

| -calculations. The many advantages of statistical samp?ing can be
réalized in a. great diversity of situatiuns thruugh famf?iarity wfth the
'basfc 1ogic of samp?ing and a few simple formu1as.

| )

L :
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. mmooucrmu TO SAMPLING smnsncs B

y .
/ ~ The statistics of sampHng are presented in several different and

| e | largely independent ways. - This appendix is a short i.q;roduction to, and
. -.&m,» ‘explanation of, basic samhng statistfcs. Chapter 4, Computing Sample »
R Stat1st«1cs, contains a series of forms to aid n calcu?ating a var‘iety of .

- common sample statistics. Appendix B summarizes basic sampling formulas

_ # and symbols.. Finany, for ‘thase who would Tike 8 fuller explanation of
. -sampling statistics or more, advanced or. specialfzed statistfcai
\mfomat‘im, Append'ix c: presents a sheri anmtated bfbHography.

—
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" To introduce the statistics of sampling we will ¢ansider Artificial
University. where. there were only six student financial aid recipients in
- 1980, The reSufts of Fecord,revieu that included all six éifents are
~ presented in Table A.1. |

- ime -

| TABLE A.I' FINANCIAL AID RECIPIENTS AT ARTIFICIAL UNIVERSI’TY
| ' ~SEOG ~ SEOG T NDSLT
Bt _Student Award "‘El1gjg}e - N
A $740 yes $ 100
B .80 . no 1,500
C 800 yes’ "7 300
b - e72 ¢ ¢ ' no " 1,500
E 800 no - 100
F 700  yes ‘1,000 -
.. A , . o ) .
/ o 3 -
| Total SECG Awards $4,512 s
~ 1. Number of SEOG Overpayments 3
. Tota1 NDSL Awards . $4,510 )
- — -
" The 1nformatiod nbout Arvificial University will provide the basfs - _

for our introduction to- sampiing statistics. First, a set of summary
measures for describing population parameters will be presented. Then_a.

L2

;’5 N- ~ serfes of methods for estimting those pupulation parameters on the basf;\“‘\\ ’
| R word of caution s -

- of data from simple random samples will ‘follow.

required here.

| THE METHODS DESCRIBED BELOW FOR PROJECTING SAMPLE RESULTS
~ . TD THE TOTAL POPULATION APPLY ONLY TO SIMPLE RANDOM SAMPLES AND - ~
o SYSTEMATIC SAMPLES. Other sample designs, such as stratified cluster or.
discovery samgifng employ different formulas. . : j

»

TOTAL, POPULATION SIZE MEAN, VARIANCE STANDARD DEVIATION, AND
BISTRIBUTION

L simple measures. The first step in summarizing data is to note haw many -
‘ cases are in the population under review. The number of cases in the
- ‘population 1s usually symbolized by a cap1tal 'N', For Artificial
Untversity (AV), N-s since there are 6 financial ald recipients. A

| A2
£§ | ' ;

73

A primary use o’f‘ stat1st1cs i§ to summarize cOmp}q,x dataTnto afew T



. &, the large Gruk utter sigma means “the sum of“ -T\h\mfnra,.- Ty / B
~ maans “the sum of all individual cases," "'

- For AU, the mean value of SEQG awards 1is: - - L ’ '

~ second common’ suumary measun {s the popu?at’lon total, The popuuﬂcn

total is usually symbolized by the Greek lettsrrt (pronounced tou).

‘ pcpuhtion total, 7, ‘s ca‘lcuhted by summing a1} the values of all the

1nd1v1dﬁar'cases. tnd1v1dua! case values are symbolized by 'x,', *The
aperat'!cn of suming a1l the cases in tha popuuﬂon can be symhonad ﬂy/

Ex‘

N -

DRy E Xyt K ¥ Ky erneseky (the Nth, or last
o 1772 3 '" case 1n the pnpmation)

In AU the mta'! value of SEOG awards is: -
;'r-‘_ Ex, 740*8ﬂ0 + 800 + 672 + 800+ ?QO ~45

he mean or average.

) - The Popu'latior}mean Is smboﬁzed by tJ\e small Gree Tetter 'u v -

(pronounced *m/y/o0') and 1s ca!cu'late& by dividi

A r) by the number of cases in the ponu?ation (NY, thus:

;ﬁ. -'f',.' zx

%

go= 7 = 4512 = §752
. T

}'éble A.2 summarizes SEOG awards and NDLS "Ioans at:ArtfﬁciaI | _ . [
University in terms of’ numbet_- of cases, total _and mean. - ‘

TABLE A.2: SEO6 @RD AND NDSL AT ARTIFICIAL UﬂIVERSITY

——— e e e

P

—  SE08 | ~HDSL
b Number of Cases (N) @ 6 G | |

: Tofal Awards (7) 4512 . A510
1 Mean Award (u) S 182 751,67 | I
— w — R — : ' Lo

- - o
o o /
! A3
-&5_ _ ' /

iy
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A

" Number of cases in a population, populatfon total and population mean

‘are generally not, by themselves, sufficient to describe and adequately

summarize. the data ;inder study. Table ‘A.Z reveals practically no
difference between these summary measures describing SEOG and NDSL..
Howe'véf,‘ reiuming to Table A, 1, we can gee that all SEOG award ambunts
are clustered between $672 and $800 whereas, NDSL award amounts areronch

more variable, ranging from $100 to $1,500. -Te represent this mportant o
, difference. a measure of désgerswg {or vamatnﬁgg or spread) xs also -
nebded.  As the. words “dispersion”, “variability, and "spread" suggest ‘

the measures that summarize this characteristic indicate the extent to
3

| which indiﬁduai cases are scattered about the mean * K S

The two most common measures of \dxspersion emo}oyed in statisttcs are

. "'variance' and *standard oewation‘ The variance of a,popu'latfon is

represented by the symbol ‘o2t (small sigma squared). The amax e of .

‘a popu'tation is calculated by the formu?a.

~ Y ‘ » . .

Where: ( S :
@2 = the variance |
x; = values of the individual cases : | S &
HRTI the mean va?ue pf the cases |

)

=
|}

the number of cases in the pooulation
The steps invowed 'in the caTculation of the variance are:

1.. The tota1 value is computed (t).
2. . The mean value of the cases f1s computed (/-6)

3. The deviations of the 1ndiv1dua1 award amounts from the mean are -

.computed- (x4 -~ & ).

- P - ;. } S

4, The deviatfons are squared then botaled
5

. The sum of the squared deviations 1s divided by the number of |
cases, 'N'.

Table A. 3 {1iustrates caTculaMon of the variance of‘ SEOG awards n AU

PSSR e .. - .. . 1 . o . .- R . v - .) —— . . Pt



The standard deyiation of S,SOG awards at AU s 54} 60. The much greater

: dispersmn of NDSL at AU is represented by 2 standard dev1ation of '$671.

po “’
i
N * ‘f‘
%Y . ;
Y :
1 .
; . .
. A5 . 7 ' v
- A\ .
x': ..
T . g P
4 ¥. A o
1. -
e o N

- TABLE A.3: COMPUTATION'OF THE VARIANCE %
1 4 ‘ K . _ g ) 5 | | -
o CSEOG - Mean | | 3 L
‘Student  Award(x;) Award (u) (x3= 1) (x5= 1) -~
CAC om0 sz a2 e
B 800 . - .72 .48 - 2304
. €. 80 . 752 . 48 o204
D 672 - .| 752 80 6400 - -
E 800 w752 .48 2304
F . 700 752 ~52 - i
Total = = 4512 L E(Xy- )%= 10400
: ﬂfs_ﬁ' R o o i é
Te Zxye4512 000 RIS .4
p=og=752 o o ‘ .
. 2 i . - 2 . . . “ . L. ‘”‘,
o= '2({‘1 ~H) -~ - _ ‘ :
o N o : ' A
= 10400 - N | a3
TR e
= — ‘ s .
The varfance of SEOG awards at AU 15 1733.. This ‘value rép'resent_s< the
average variability of squared dollars. To obtain 2 measure of .
dispersion expressed %n terms of the origina! va'!ues, we calculate the
standard deviation. &he standar& devfauﬁon, which is symboﬁzed by the
small Greek letter ‘o', s the sq:ﬁre root of‘ the variaﬂce. The formula .
for the standard deviation is: , o
2 "ﬁ - o : : e
o ::/E(X{N' #‘) ‘t‘; 1 | .“ | , o _ - (A 3)' .\\ ,



alvariablss such as dollar

7.,

~ the normal distribution.

[

ATTRrBUTES

unt of SEOG awards. However, statistics can

To this point the disim:sion has focused exc1us1ve1y on continuous

which have no natural numeric values attaehed to them. The questian

"'°thcr¢fbrn arises as to how to catcu1ate~tota1s. means, standard

~81so be applied to categorical attributes such as program e11g1b111ty,

deviations, etc. for case attr1butes. To g1ve categor1es a mathematical

.'i rnprcsentat1on, cases in the category of interest are commonTy assigned a
~valug of 1 and a1l other cases are assigned a value of 0.

Categorica? case. attributesrcan be summarized in terms of frequency

and proportion. At Artificia! University. 3 students, or .5 of all

'fiﬂancial aid rec1p1ents, ars SE0G e%fgible Pupu?at1on frequency will

: be symbe1ized as 8 large 'F* and prcport1on of the population hav1ng
_certain attr1bute by a large ‘P' ‘Therefore, for SEOG e1191b111ty at AU,

F=3 and P-.S. E{ther frequeg;y or pr0portion can be uSed ta calcilate

populat1on mean, variance and standard devfation'/

Freguenc_\g B A\ R Progortfon IR s
T a F - ‘, ’ . f - P » " ' ’
heFMo u-P

/F = Fz/N ,/P a-e Co
or SEOG eHgiMth 3t AU, F = 3, P=.5, 2. 25 and s L5,

“t g .

; ,(A'.4’)
{A.5)
(A.6)

w7

- One additional way data can be summarized is to graph its frequency
disgribution. Table A.4 presents graphs of frequency dfstrfbutfons of

the data contained.in Table A.f. As Table A.4 shows, frequency
distr1butions can be shaped in many different ways

Fur reasgns that will become clear be10w, sampling statistics make,
frequent usé of one particular type or shape qf frequency distribution;

[
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R TABLE A.A; FREQUENCY BISTRIBUT&ON oF STUDENT FINANCIAL AID RECIPIENTS AT
L . MATIFICIAL UNIVERSITY
) N ) \ . v
N SEQG Award Amounts N SE0G Engmg
3 I
o ,
-k«mum SR TET S | T
of <700 B v e o Yes 0 p
vard R B
__SEQG Overpayments / NOSL Amounts -
\«. 3“""' - ‘ 3_ ’
S N \\ ~v | , : | _ s
e ¢ Uﬂt _ . B b ‘ ‘
o Wﬂﬂ Ef"‘.o £70 “&')Js‘ >
/ T LAﬁard | : , \
| v The nonnal d1str1but1an 15 a frequency distribution which 1_\ A

'bell~shaped Table A.5 gives ap’ example of an approxﬁnately noréal .
distributian. The results of a sample of the SAT math scores fugxlo 000
“high schoo1 seniors are graphed in terms of frequency of. test score. q \

Relative frequency of accurrence-in a normal d1stribut10n is” governed

by distance from the mean measured in standard dev1at1ons. In Table A5 C

68 percent’ of the cases fall within one standard,deuiatinnwoﬁ_ihe-sue:age

“score of 500. Because, for the SAT math scores, the standard deviation
S s 100 points, approx1mate1y 68 percent of the scores fall between 400
I Wand 500 Similarly, appreximately 95.4- -percent of the" cases-fall within
T two standard deviations of the mean and 99,7 percent of the cases fall

N "‘ . ) - ,' . ' . : » .

/




~ within three standard deviations. What is true of SAT math scores is
true of any ngrmally distributed-vartable. In any real situation a
distribution. at best, will be only approximately normally distributed.
Houever, in many situations, ‘the approximation s vety cTose. Table A.6

- _‘givgs the pergent of cases in terms of dﬁstaire fram the mean for normal
distribution. ‘ '

 TABLE .A‘.s  NORMAL msmmynou

SR S = | Distance from the Mean
R ... &« | Measured in
A, PR Bercent of S Standard Deviations
| v - Cases . - _ (2 values)
I = . 50.00 | | .67
N . 60.00 | ) . .84
R - 70.00 1.04
| | .- 80.00 | 1.28
Lo ‘1‘ » . go.oo : ' ' . 1.65 :
I N 95.00 - R 1.96
S ToE 99,00 . | | 2.47
o S 99.90 | | . - 3.30
. — v PR
:';’f . " To deteruﬁne ﬁhe range araun& the mean that contafns a certain
‘ | pre-Specified percent of cases, wé use the following formu1a'
,fﬁ - For example, if we wante;\io know the range around the mean that
o contained 95 percent of the SAT scores we wou1d\1pok up the Z value ’
v + corresponding to 95 percent, which s 1.96. We know that standard
fi, deviation of SAT scores fs 100 and the mean is 500. Substituting these
¥ values into equation 4.8 we obtain: | -
__‘L_ : + 21O * ] ___‘_A —— o e e
e ‘=500 # -1.96 % 100
1 ' . ) W&\to 696 | B
\_) | Therefore, 95 percent.of the SAT scores fall betueen 304 and 696 ‘
\ . L TN ’ -
?w\\ / °
| T TN
SO f e | | N ,
\‘l “ ‘.\ ' ’ “...“‘ ‘



POPULATION AND' SAMPLE SYMBOLS | .
_ . To cleaﬂy dastinguish between sumary measures which describe a
- ~° population and those that desc.ribe a sample, different sets of symbo'ls
- .. are used to. represent the two sets of measures. As indicated earlier, a
- ')arge N fs used to symbolize the size of the population. .A small n’ is
o sed to symbone the size of a sample. When a samp?e statisti'c is used
ot to estimate a.population parameter a’ AR £ pTaced over the symbol to -
indicate that it is an estimateé. : For exampte, 4, is the symbol for an:
“ estimate of the poyulation total. - Table A,7 susmarizes the symbolism ,' 
used in sampling statistics. ' |

© TABLE A.7: SAMPLING SYMBOLS N S
S ? : R L
R Population Sample’ : i
Summary Measure _Symbal Symbo!l - |
‘Nuuﬁer of Cases N | - ' ~
o Total T 7 .
; \ Mean: (average} B K B R X
o Tw . ‘Vﬁ"fﬁﬂﬁe - e o s
-~ - Standard geviation AR s
' F‘f‘eq“@"‘:iﬁ Vo o : _F - )
i Pr@POﬂféf! ' oL P p
- '\ ‘
- *
—'“L ¥ * : Y
‘ Y | ~..
L
iy -
|
‘“ | ’
~ A9
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1R (SAT Math Scores for & Smple of 10,000 tiigh School Senfors)

. TABLE A.5: ERAWPLE OF MORMAL DISTRIBUT

f

a0

-
v
el e b

679 700 725 750 775

,50‘

, . . o o 2y B
N - wr.m i
) ) - T :

o

¢

7 £,
L

576 600 625 6

. A o
o T &ﬁtmw.wh.ﬂ.. :
R e

i
- ¥

50

5

- 47 5y

b e
(A

500

475
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425 450
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.TﬁBLE A 8 SRMPLES O? SE?G RECIPIENTS AT AU! ®
A . : n=2 A
Nt 2y (3). SO {8) - (8) (6) .
- y | ] o Populatfon | ‘ S 1
at fff\\\-ﬂ" amp]e -Total : Squared .
N Samg?e | . Mean Estimate  Error of - Error of |,
g Number Students 'Lx) o {X°N) iEstimate Estimate
- = e . N % : T
IR 3 1 B 70 46200 . - 48 34
Dad e > I T T 770 - 4620 1’8 32
A ~ 3% - AD 706 - 4236 @ 46 2116
LA S JAE 770 4620 . 18, . 324
5 AF 720 4320 - . -32 - . 1024 -
S B8C* -~ 800 4800 8 2308
N Y A B0 736 . . -4816 0 .16 256 .
ST 8 BEZ ~. .- BOO 4 .4800 " . 48 2304
o 9 BF -+ 750 4500 -2. 21
10 €D, Y736 . . 4416 -16 . 256
- .,,-1’ 11 T . 800" - 4800 48 . . 2304
Lo 4 12 N » 750 - 4500 ~2 - e 4~
S 13 o OE, 736 4416 - 16 . 256
Y L \,14-,\4 - DF 686 4116 - -66 <, 4356
3 AN 18 - - EF 750 4500 o Y.
€ AVERAG§ 752 . 4512 0 ; 1027
» ?

s

W -

-

7% :

- Esumr;ns Tﬂs POPBLA]'ION MEAN ’

"

4

Althougﬁ we know theé mean value qf SEOQ grants at AU we Wil act as
though this va?ue ‘is unknawn o us and will estimate it- through simple .

raﬂdom sameing

We begin with a sample size of 2. The number of cases

: in a sample is represented hy &.small 'n*, .In the population of 6 SEOG
L . .recipients.at AU, there are 15 possible simple randam “samples,: without \>
' replacement, of 2. cases ¢ach, Table A.8 Msts all possible samples. of

two students~in Colum 2. The mean value of SEOG for 2ach sample fs

‘-"Ifsfhd n chumn 3.,

-

‘.

- .

.

T If we equtne the 15 possib

:variation in tﬁe result

samp]es Tisted in Table n 8, we see

*ALL

3

. Samp e 6 for 1nstance, has .an average of 800

Howeveh, computing the average

(A%, ; ; we get a valie of 5752 the exact vaTue of the
;;-.1{ 1atian. ‘Thfs facﬁ»is of great fmper ance because it



»

SN _f demonstrates that simple random sampling wiTl on the averdge produce a -
LR ..fsamp1e mean (X) which is dqual to the population mean (u). Therefore we
can conclude that the sample mean is an’ unhiased estimate of the

| popu'lation mean. ('Bias is deﬁned on page n ).

- ESTIMTING THE POPULATION TOTAL ANB STANQARD DEVIATION

The sample mean can be used to calculate an estimate of the
populati‘on total ‘(co}unm}, Table.A. B), The appropri&te formula fs:

* 3

F=N-x | | o {a.9)
© The '~ * over the * T 1ndicates that it 4s an estimate of the population
» - total, Because X is antunbiased estimation of the population mean, .

N -R s an ynb'tased estimator of the population total. This fact is

f ﬂ'lustrated tp column & o\f Table A.8. An estimate of the papulation
total is calcu%atea on the basis of e.ach of the 15 samﬂes._ The mean
“value of the %onuution total est‘imates is $4512, the exact value of the
true populatwn total.

Vs

. The sa;nple-based estimate of the standard de\«iation af the population
¢ .is symbolized by a,sma'n_ *st. The fomu!a for a continuous varia!ﬂe is,

L
s

L RGeRE
v Where: . . ST |
- . g is an individual case value in the sample - - \R

. % 1s the mean of the sample.
oy oo s the number of cases '!nfhe sample

S The formu'la for s fora categor1ca1 varisble is, B |
' y ] 2/ . ) ’ ' )
o -f , - |
s «\/"”11 | . . | (A.11)

| Where: ‘4
S - £ 1is the frequency of the category of mteres&:

] L
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The equations for s are identical to the equations for o with the
exception of the -1 in the denominator. The standard deviation of a -
"isample is, on the averd!L less than the standard devfation of the =~
~ population and is therefore a biased estimator of the population,standand
deviagjqnlﬁitﬁout the corrective factor of régucing 'n' by ane.
| ", ., . } .
3

Although the sample mean is an unbiased estimator of the popuTation

STANDARD ERROR OF THE MEAN

C mean, as Table A. 8 111ustrates, there can be gréht dispersion of sample

‘means. One measure of the accuracy of the sampling pIan is the mean
square error (MSE) of the estimates of the mean. :

MSE = '(error of estimate) /(number of samples) R (A 12)

‘Returning to the data in Table A. 8 the error of estimate for each sample
. can be found in column 5 and the squared error of estimate in column 6.
Substituting these values into equatian A.12 we- obtain. ' ‘

o
| _.- 16160{15 . 1077 S -
To state the error of the estimate in terms of 4911ars rather than

squared dollars we take the square root of -the MSE to produce the =
" standard error of the mean, 1077 = §32.82. The standard error of the

- mean is a measure of the reifabflfty or precision. of a samplfng plan.

. The standard erroF”of the mean i the standard deviation of sample means
and symbolized by ogt, :

In actuaI practice we almost ne#er have the dasa ﬁecessary to -
directly ‘calculate the standard error of the mean for a sampling .
praeedure. We usually do not know the true population-mean and draw only
‘one, not fifteen, samp?es. Therefore, &n alternative method of '
determ1nin§ the reliability of a sampiing procedure is needed. -

Fortunately, the standard error of the mean can be)éstimated on the
basis of data from & #ingle sample. For simple r-and om sampling from a Y
“Finjte. population without xregplacement the formu1a for the e
est.imte of 02 is: : :
L s
S N-iv

Jﬁ'(/,u

a ' .
.0 = {A.13)

x|
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* Substituting the equation A.10 for ‘s’ into the equation we obtain;

. ‘ . a"__ . E(xi -ra~ -, 1 Y N..n - . . (A.14) .
X S I A S
.q/ﬁz“f -0 - _ (A.15)
| n(n-n TN o . o
N\ ' then sampling from an 'inﬂnite popu]at'fon or sampHng with replacement
i the formula for &y can be simplified to:
" _ ] 3(31 - —i) - _ o | -  (A.16)
. f a(n-1) - - o '

. For a sufficiently large sample (n ay o'—- will be approximately

normally distriputed with mean of . Th s mathematical fact, knpwn as

. the Centrél Limit Theorem, is significant because 1t allows calculation
» of confidence intervals on the basis of known characteristics of the

normal distribution. ' | '

We know, from Table A.6, that 95 percent of the cases fall within
1.86 st“andard deviations of the distribution mean. Because the central
" 1imit theorem states that the mean of the Gy distribution is e, we can .
conc tude that 95 percent of all samp?e means, x4 will fall uithin

. 1 9% 3 X of the true popuhtion mean, 4. In other words, Af 1000
' samples of the same size were drawn from a single population,

approximately 950 of the sample means would fall within 1. 96 o‘— of the J
" population mean,

'95 percent of the possﬂﬂe values of % fall within 1.96 6% of u ,
then k will not be further than 1,960~ from 95 percent of the possible
va}ues_of X. This leads us to thé final step in our reasomng, the
Apay-off If wa estimate a confidence interval of x + 1.96 & % and if
we construct a large. number of such 1nter\(als. 95 parcent of the 1nterva1

““\;"9 - estimates will inchtde - Therefore the common ly used phrase: ' “at 95%
uconﬂdence. . | - . A “

- ' ' . ‘ t‘ R
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CONEIDENCE INTERVAL FOR THE MEAN |
The formula for c;&lcuhﬁng’ t\he,cnnf'idencé interval for the mean is:

~

‘cy;ri 106, (AU)

“into equatwn 4, 17 we obf‘ain

"v

_ | If we substitute equation A. 15 for a2 A
o Cl-=Xx+1Z R _ S 'A.IB-
L X “ n (n-l) . .

\Y

The s‘teps involved in the ca1culat1on of the confidence intewal are:

. 1. The sample mean ('x) i5 computed -
2. The standard -errdr of the mean is computed by:
2R The sum squared deviations around the mean fs cmputed

o ExgmR)E ) " N )
- 2B The demninmtur, n(n-1) is computed T
©. 2C The “finite population correction” ,
o Lﬂ_ is computed  ‘ |
.. - .20 Theresults of steps 24, 2B, and 2C are substituted into
S ER o " | . formula for A.15 and the square ‘root taken. . :
T3, The Z value 1; obtained fr'om Table A.6. o T : N
' - &, f‘rhe sample mean (E‘), the z value, and the standard ermr df mean
| are subsﬁtuted mto the equation for the confidence interval, ) L -

Retuming to ARrtificial University records, we draw a three-student
simp'ﬁe random smp'te of SEOS recipfents to estimate the average grant
amount of the populatiqn with a 95 percent confidence 1eve1 From Table
A.1 the students selected are A, C, and D. Because we have .sélected a 95
percent confidence level, from Table A. 6, Z+1.96, Tab'xe A. 9 illustrates
the- ca1culat1on of the confidence 1nterva1.¢ sl N e ' N

l

44 )

(s
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TABLE A.9: EXAMPLE OF CALCULATING A CONFIDENCE INTERVAL .

-

| | Students

ss08 -
Awards . ‘ ~ {
A " 740 .

¢ 800
0 672

Sample

O H"Z‘.A Z{x; - %2

2.8 n(n-'-l
, z,c N-

[]
=1

2.0 B

_3'. .

. 40“‘ éI‘i” i

-
L ]
x|

. n(n-1) - N S

e e S S K

a %X . 700+ 800+ 700 = 2240 = 746.67 -
N - "3 3

L

.

- (740 - 746.67)% + (800 - 746.67)° + (672 -746.67)°

- 44,80 + 284.44 + 5575.11 = 8464 _ -
) = 3(3-1) = 3(2) =6 |
= 6.3 =.3 =05

LA

[

.+ 5 = /1810.67-.5 & /705.33 = 26.56
Z = 1.96 (95% confidence level) ~ ° -

': Z'.’&i “ b . .
c . ((“_

B 4

26.56 = 746.67 + 52.05

- F

e 78667 + 1.96 .
s 693.95 to 798.72

4
]

..

: ' .- A6 X -

E
- . « . . € .
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- SMALL SAMPLES

The confidence interval ebtained dees, indeee include the true

" popuietion mean value of $752, This resuit ‘however, must be attributed ’
_ ‘to good luck rather than good statistics. As already indicated, the
: estimation equations that were employed assume a sample size of at Teast

thirty cases. For sample sizes under thirty, the Central Limit Theerem

; is mot generally applicable. Tchebysheff s Theorem can be usqf:;e an

alternative to the Central Limit ,Theorem for making population estimates
on the basis of assmail sample. Tchebysheff's Theorem stetes that at
least (1-1/KZ) of a set of measurements will lie within K standard
deviatfpns of their mean. To' emplqy Tchebysheff's Theorem, simply
replace the 'Z2" value in equeﬁien A.17 with a 'K' value from Table A.10.
Thus, for a small sample, the equation for estimating the confidence
interval becomes: .

Clg - ‘k‘:_x - . - (A19)

To calculate the correct confidence intervai for the sampie of three

- AU SEOG reeipients, the same -steps as before are performed except in
this case Table A.10 is used'to obtain a 'K value rather than Table A. 6
- to obtain a 'Z' ‘elue. The results of the computations are:

Cl; = % + m&i . ‘/....
= $746.67 + $118.72 or

= $865.39 to $627.95 .

The results can be described as follows: .

"On the basfs of ‘a threg-student simple random sampie of Artificial
University SEOG recipients, it can be estimated, with 95 percent

confidence, the mean value of SEOG awards at AU falls between $627 95 and
. $865.39 with the most Tikely value $746.67." "95 percent confidence" |
means that if we were to follow the same procedure for drawing multiple &
-~Q5”three -student sempies of All.SEQG recipients,. 95 percent of the resultfing
confidence intervals would contain the true popuietion mean. Table A.11

" 4 verifies this result. Confidence interval estimates for average SEOG

PR | : Lo | ‘ . N

' . ! ' . ¢ .
» . . 5 }
- L K .
" o 89
’ . !
. . . )
’ - . : ‘N ot . T .
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- awards st AU based on all possible three-student samples at 95 percent’
+ confidence are displayed. Of the 20 contidence. intervﬂs 19, or 95 IRy
N pergent contain the true mean of $752. . z RE

| TRBLE A.10: Tmmwwwwrmmm '-' ,]2=jf§f€?yF,? Vi
. "~ Distance. . . ~ "
o . _Fromthe . ' .. '
. - Mean (Measured in. T,
Percent Standard D v1atiens) ot L -
of Cases (g Va ugs) S .
50.00 _ T 1an "‘_ L g
60.00 . - N
7000 T 8 R
80.00 .. | o224
90.00 ' 36
95.00 . 447 |
98.00 o 7.07
" ‘ 99 an . .. ‘ - .. 10000
99.90 - 31.62
h—-—-—n‘—* .1"'—'——-’—__,. e e =': — e
FIDENCE INTERVAL FOR THE TOTAL
The confidence interval for a smple-based estimate of tl-fe population -
total 1s obtained by s simply mu?tfpiying the confidence interval for
the mean C1 by N, the number of cases in the popuTation: o PO
v
Jer =nc-crg | Lo (A.20)
e ‘\ . *4 - -r‘ ;& .
For n 2 30: C} -N-(xizoi)-ﬂxiﬂ-‘Zoi. | .
] . ‘ . f‘ ‘- F " (A-Lzl) 'y
= NXENT00- - : “
i X . '
. ""f‘#ﬂ""‘ﬂ"*'so':' c{ = N s (;. IKS;'() Lot e, .
L e NRENC K Gi SN | 2
\ . | \ .. ’ ' K
W .
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CTABLE A.11;

/

'EXAWLE‘zOF RELATION BETWEEN SAMPLE CONFIDENCE INTERVAL AND'
POPULATION MEAN (Conf'idence interval estimates of average
SEOG awards at AU based on three-case- samples at 95% -

: cqnfidence)‘ -

’w

Awsrd
Asount

%2 slz sk e ez s R 7%

&

4

" Confidence '
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N
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o } THE RELATIGN smet-:n cuunagncs INTERVAL AND cowmsuc& LEVEL.

In the equatinn for calculating confidence intervais for the mean,
CI=x +log (Formula A.17), a direct relntionship can be seen between
R the cunfidence Tevel (as represented by. 'Z’ ) and the conffdence interva?
T (CI) The higher the ‘Z'{va1ue the wider the ‘confidence interval. This
. .is the result of the commonse sical fact that the more certain.we wish to
| | be that éhe true popuiation an falls-somewhere in the confidence;
o g},{ interval the wider the interlal mist be,s Table A.IZ illustrates the -
C relationship between confidence interva1s -and confidence levels For the
i?{éag R 2 epample given in the tabTe, wfth a samp1e sfze of 250 at'a 95 percent
| “canfidence 1eve1 ‘the" confiden§e 1nterval is ¥ 6.2 percent  With a

‘ _1~, higher cnnfidence 1eve1 uf 99 percéht ‘the confideqce 1nterva1 gruws to +
LA 8 1 percent | ’ ‘ \ , o

- 1:" ‘, f 3

MINIMHM NECESSARY SAMPLE SIZE

L3

.'Q“.' B AFor a,simp?e random?sample draun without rep1acement the formula for :
determinfng uﬁnxmum necessary sampTe size is- .
e N % L (A.23)
‘é'\l" T————-——-— :
- Lo ErRe1l-o 2-; |

Where:
o ' n ‘= mfﬂimum necessary sampie size A .

., & 7 va?ge based on desired confxdence 1eve1 (See

‘ TabTeA 7 to obtain appropr‘iate value.) | .

, E = Acceptah?e average level of error of~estimate (Confidence
,%,ﬁ, mwwu) ‘ '

Ip‘, : 2 s Esﬁfmate of popu?at1on variance.

L B As an il?ustrafion, consider a quality cnntrol review of BEOG

i ;«/'”app)icatfons. The rev1ewers wished to establish, at the 90 percent

‘ ,%5—~?—m*mfeonf1denee 1eve1 “the average fanﬁ1y‘ﬁncome of applicants within a 5300

m;canfidence ?ntenyal The sample was to be drawn from a data file which
7contained approximately 6,000,000 app?icatfons. From previous studies,
the reviewers estimated the family income standard deviation at $9, 000

e Transﬁating these facts inta the proper, stat‘§tﬁca1 natation:

. P 5 . ‘
. ‘ Y M . - f A
- : A20
S .
. . d

] - ) e ' ' . )
> ' : . - - 92 ' LY
§ o ¢ .
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S TABLE A.12: EXAMPLES OF THE RELATION BETWEEN CONFIDENCE INTERVALS AND
" CONFIDENCE LEVELS | A

\

AN
BT NT RE A R
. . S Confidence Interval (En percent of "to'tél). | ;
. v o N ’ -« | ‘ - ‘/:')‘ )
(Confidence. level by confidence interval for various sample sizes for
a two-category variable with a 50/50 population distribution based on
simple random sampiing with replacement from a large population.)
— -

93

R



3 N=2§, 000, 000‘(The“number"of'case§ in the population sampled)
E = 300 (The acceptabTe average leve] of error of estimate)
- = 1.65 (The Z value ‘associated wfth a 90% confidence. level
N ~ 'from Table A.7) | )
o 52 = (9, 000)2 = 81,000 000“fEst1mated variance of family
. income)
_*_ Substituting thege va!ues into equation A. 19 we obtain'

ne (6,000,000) . (1.65)% (gom) o :
‘ e 4 (30072* {6,000 000) + (] .65).(9, 0005 :
o e

 THE RELATION BETWEEN SAWPLE SIZE AND POPULATION SIZE

Examination of equation A.23 for minimum necessary sample size
7+ reveals that there is 53 simple, direct relation between populatien size
| - and necessary sample size.. Therefore, it is not posSible to determine’
" necessary ample size as a simple percent of the po lation. An )
\‘.g _’:illustration of the complex relatian betuenfsampIe and population size is
\'vk,contained in Table A13. In the case 1llustrated, for populations under

3,200 cases, the necessary sample size is directly related to popuTation -f"- SR
| _, size. However, for large populations the required sample size is almost R
. » . completely 1ndependent of the size of the populatinn. ‘Thus, in the L

"example, the sampTe size required for & pOpulation of 25,000 is a!most
eﬁua4mto ;ngsamp1e s1ze for a population of a ,000,000.

.

_ "This result i% of great 1mportanc;f In a Targe popu?atian, the
. . necessary sample size depends primarily on the variabi1ity of the’

'populaticn and only a 1ittle on the fraction of the populatfon sample,
" Many pedple ntuitively feel, as an example, that a 30% samp1e of a, R
populat1on of ‘200 would yield much more prec1se results than a .1% sample _ ) T
~ of a population ofda mitifon. In fact, as Table'A.13 demonstrates, the |
| exachgppos1tg 1s true. This helps explain the gr%at costs savings “thit . -
.-are passible using sampl1ng uith a large pqpulatiaa‘4,4 oL AR

~mmw. PROBLEMS IN nmamums SAMPLE SIZE ' »

In many prastfca? circumstances, 31? the tnformat?on needed to
calculate minimum necessary sample size 19gnot readily ava1lab1e. Nhen,

/
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 TABLE 4,13: EXAWPLE OF RELATION BETMEEN MINIMM NECESSARY SAMPLE SIZE AND POPLATION SIZE ' : . - o NN
. i ‘ 4 . ' : . T . ¢ . . ‘ - v : * . ’ .

. N i . N N ‘ " - y - ‘ - . ) .
- . . . - . o - T ) . . ’ . : o . 5 ' :
L ! ) L] . P N ) .
- .lsmﬁ G ; C . _ : ) L~ ' | . A o )

[ - . : - . ) *rv
* ! .
. . Ny i |
. R . . .
‘ - -

-
Stte  400- :
4 of
S .'sf.mie‘ 200- N ‘ , .
Sty -
. " - N v‘ |
/ .- B _— . %

' L2 ¢ ] L 1] ] ] s [ .A

. . . ) A L , ] ' ] -
9 10 W @ 808 1,600 3,200 6,400 12,800 '?{w 51,200 102,400 204,800 409,600 819,200 {
"  Stze of PopuTation (N} ' - - N

‘ -

- '(ﬁeqn'ired sample size for different population sizes for a two categbry va;-hb!e Qﬂh,wisﬂ iotion distribution, 95 - cent ‘ i " o
.. .and % 3 percent confidence interva!.go ' T N AR } popu v percent con dgnce ' -
. : e : "‘. _5" . ‘ "
- — it - o - n ) M’
/ . E ‘ ’
LY q , “ ' " :
A U - ‘ | %{ - p 96
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AN ‘,‘ N, .the number of cases in-the population, is unknown. or-when N 1s very

large as in the example above, the formula for minimum nqcesSary smmﬂe e
'size can be. simpliﬁed tu. : o .

\

© - + L 931

A

(A.24)

-5

| Retuming to the previeus example, and substituting n the approp‘rfate \
S values, we get: - . ‘ L
| 2 . T ‘ . . _
n= (1. 55) * {9, 000) = 2450 et
. (300) | '  ) . | o o

\

'l -

| . The soTutigns to necessary sample size were identica'l for the two-
., formulas. The resuTts givep by equation A.23 and equation A.28 will

" diverge significantly onW uhen the sample ‘size is 55 or greater of the
total popu1at10ﬂ. : . 5

L

A comon situation is that the variance of the populat'ton to ‘be i

. sampled is. unkmwn. Nhen this is thé case, there are a variety af - wqys of j Lot T

e | estimatinng the population variance' "__ n ’ | B

, _ A T L, _
e o, e '02 can be estimated O‘l'f the basis of previous .stud'i.es ‘or past o ﬁ
AR  experience I ETEEET

A small pilot sample "ean be drawn to estimate 82

If samyﬁng from an approximately normaﬂy distributed
population, orz can be roughly eshmgted as

: ~5‘2’s, Rz_ . | e
& T , s

Whete R is the range. The range 1s the highes% known value |
minus the lowest knom value. . S ot

e .l-... 8 Where the .variahle;'he{ng studied .is categorical, &2 canbe - - - - -
T - -, estimated by assuming the maximum variance and setti?g,ﬁz - R
A '; e.‘ -25.1 o ' N . : ‘ . :

- .
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< . * A third common problem in deternﬁniﬁg necessary sample size ar'i'ses in -
: - situations where the acceptable error is defined in terms of estimting e
1 ~ the po;:uhtmn total rather than estimating the pOpulatien mean. An ‘
s example would be to estimate t*ntal aid overpayments (made by an
"« {nstftution) rather, than average omrpayment Suppose an audftor wanted
to draw a'sample which would aﬂow est'imation of total SEOG qve:'payments
(njthin a margin af errar of + $100 ,000) at a University having 7,600
C o ASEOG recipients. - Ta determine required sample size it wouw first be .
| necessary to convert the tota1 acceptable error into average acceptaMe
~_-error by dividing the tpta't acceptab'le error ($100, 000) by the nuwﬁ'er of
- scases in the popu?atiun. (N = 7,600 SEQG resipients)

. . ‘ ;§ ThUS. . Ca . A. :
{ ( B ' " ". ( . . | R ] . o
- R T "E'= (Total acceptable error)/N = (Avegage acceptable errm‘)
-7, o, E= ($100,000)/(7, 600) = $13.16 . | (A 25)
The resulting value can then be emp loyed 1n equat'ian 4 23 to .
estab‘lish min{mum necessary sample size. ) S e .
- SELF-TESTING REVIEW ¢

‘ Based on %he data in Table A. 12 comp1ete the faﬂowing exercises.
| ffAnsmrs can be found on the follnwing page. '

TABLE A.14. CNS EARNINBS AT A%TIFICIAL UNIVERSITY )

.

-
¢ .

~Student_ o ms £arnings
A s a0 . .|
e B - R 750 :
- C. 1,100 ¢
D N Mg o .
E « T _ 590 . , -
F , 600 _ |
R ‘ ——
B EPEE Y5 Canpute the population size (N). medn (u), totﬂ (-r), varfance -

(62), and standard deviation ().

, . | ‘2._ Gnﬁtﬁe basts of a sample of studeuts C, 8, and E, ca?culate the R
| sampie mean (X), total (%), varfance (s2) and standard deviation (s).

¢

AZ5




&

e

On the basis of a sm1gof students D, E, A C, estimate the

population total {7) and a conﬁdence 1nterva} with an 80. percqnt

- confidence level., = ~>
- For & university with 375 WS recipfents:uhat fs the necessary smple{

size to estimate the pepula’aw ‘mean + $60 at a 90. percent cunfiderme»

level ﬁag&ummg a populaf,ion standard deviation of N " 3294 32?
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ANSMERS TO SELF-TESTING REVIEW
L Ne= 6
pte E*i e 330 = $605.
| "r'-#" Zxg = $3630 NV
o & E& =X | irgpsg < geezs' T
o 29432 - o
T oy
7. %.s X e813.33 "
\ ) : '?-'WZx',;.-- 2440,
K PO E(XII'-T) ‘ o
- g2 = % o X .U 136066.67 4 68033
) : 84 Ne o :."“. . o
’ s+ 260.83
A s Wb N x‘?d-g
At & confidence Tevel of 808, Ke2.26 -
-~ .N .’ -6, .o - C B . F)
X = EXy . ;B0 = 570
- . : n L 2 : '
\ \ R ‘ . .
g f‘:‘,(xf—?}i‘ N ‘
’ ﬂ{ﬂ"-- n g N
) 493800 . 2
IR ¢ 5 T y
o €l & 6x570 + 6x2.24x117.12

220 + 1574.07 . |
$1845.93 to $4994,07 | L

. ‘
. »




.

" (60)° - (375) + (1.65) ,-

o LA
. :
LT
-
! . n
-
*
-
.
. .
“ .
N
-
¥ ¢

A}

= 375 - : o
1.65 af. 90f .confi&e’nce
= 60 - |
ez - .
(7). (1.65)% . 5293.32)2

~

= 5§ . A AN

i

(294.32)¢

o
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